Sixth Annual
Conierence

Proceedings

©mn

]

Velnces

Recent Ad

Union

ty of Florida
lle, Florida

nvers!

April 19-20, 1993
J. Wayne Rei
ainesvi

U
G




The papers appearing in this book comprise the Proceedings of the Sixth Annual
Conference on Recent Advances in Robotics. They reflect the authors' opinions and are
published as presented and without change, in the interests of timely dissemination.
Their inclusion in this publication does not necessarily constitute endorsement by the
editors.

Cover designed by K. Cephus, K. Doty, P. Fernicola and E. Schwartz

Reprint Permission: This document may be reprinted in part or in its entirety with full
credit to the source and authors.

Sixth Annual Conference on Recent Advances in Robotics Page: ii
University of Florida, Gainesville FL, April 19-20, 1993



UNIVERSITY OF FLORIDA

JoHN V. LOMBARDI
PrEstDENT

April 19, 1993

Dear Friends:

I am delighted to welcome the Sixth Annual Conference on Recent Advances in
Robotics to the University of Florida campus.

It is a privilege for the University of Florida to serve as a hub at such an exciting
time of technological advances. This is the first year we have hosted the
conference, and I look forward to participating in the activities that will help spur
our country towards innovative leadership in the robotics industry.

This conference is a chance for the University of Florida community to be an
important part of the accelerating changes that will soon encompass the whole
world. This is a time to reflect on the developments that scientists and engineers
in both academia and industry have made in robotics, manufacturing, automation,
machine intelligence and space applications within the past few decades and to
anticipate the discoveries yet to be made. :

I hope you also will use this time to explore our campus and the resources we
have here for technological research and development. We are happy to serve as a
meeting ground for leaders of the robotic community in the state of Florida.

On behalf of the faculty, students and staff of the University of Florida, I extend a
hearty welcome and wish you all a successful and productive conference.

Sincerely yours,

226 TIGERT HaLL, GAINESVILLE. FLORIDA, 32611 904-392-1311
EqQuaL EXMPLOYNMENT OPPORTUNTTY / AFFIRMATIVE ACTION ExrLoYER



CONFERENCE CHAIR'S MESSAGE

The University of Florida welcomes participants and guests to the Sixth Annual Conference on Recent
Advances in Robotics. This yearly conference, established by Zvi Roth and his colleagues at Florida
Atlantic University five years ago, provides an opportunity for researchers, industrialists and State
government employees to meet and discuss the state of robotics, manufacturing, automation and machine
intelligence, in the State of Florida. This year I propose we establish and charter a Florida Robotics
Society whose objectives would be 1) to help sponsor these yearly meetings, 2) to provide a consultant
service to industry and the state, 3) to act as an advisory body to State government concerning technical
matters in robotics and manufacturing, 4) to encourage the development of robotics and high-tech
manufacturing in the State, 5) to expand graduate programs in robotics to include possible internships,
and, in general, 6) to keep Florida in the vanguard of robotics, high-tech manufacturing and machine
intelligence. Such an endeavor can only be successful, of course, with your support and enthusiasm. I
look forward to meeting all of you and wish all a successful conference.

Acknowledgement:

Many thanks to Kimberly Cephus and Eric Schwartz for their hard work in planning and executing the
administrative functions so necessary for making this conference a reality. Thanks to Professor Joe
Duffy and CIMAR and the Department of Electrical Engineering, University of Florida for their support
and, of course, to you the presenters for making it all possible.

Keith L. Doty

Conference Chairman,

Sixth Annual Conference on
Recent Advances in Robotics,
April 19, 1993

Gainesville, Florida
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Remote Operations Technology

Michael Sklar, Kent Banks, Mark Thomas
McDonnell Douglas Space Systems - Kennedy Space Division

Abstract

Space programs currently in operation and those planned
for the near future have an extensive need to operate
robotic systems remotely. This capability would allow
ground controllers to perform critically needed tasks
without the use of on-board astronauts. It also makes
advanced exploration possible for various planets that are
unlikely to be explored by humans in our lifetime.
However, today's state-of-the-art robot control technology
and space communications capability is inadequate to
perform difficult tasks remotely. A new method of user
interaction based on high-level commands and users
acting at an intuitive level is required. This paper
describes what high-level control is and the technologies
required to make it work. Any system employing this
technology requires the use of standardized, supervisory-
control computer architectures. An overview of control
architectures being used or developed by various
government, industrial and university laboratories is also
presented here. The paper provides an introduction to
remote operations technology, high-level user interfaces
and some of the component technologies required for this
enabling robot control capability.

The Need For Remote Operations

Remote operations involve an interactive user or
teleoperator controlling a robotic system while located
away from the worksite. The operator may be quite far
from the robot, or fairly close to it, but has an obstructed
view of the worksite. Many robotic applications,
especially those involving military, space and other
hazardous operations, require remote operation.
Environments which would expose humans to dangerous
hazards such as toxic fumes and radioactive material
must use robotic devices operated remotely by humans.
In many cases it is not feasible to get a human operator
where a robot can reach. Planetary operations and deep
underwater environments require the use of remotely
operated robots in most cases.

The majority of robotic systems in field or production use

today are programmed or controlled by teach pendants or
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joystick controllers. Teach pendants allow the operator
to control either the individual joints of an arm or the
motion of the end-effector in each of six Cartesian
coordinate directions. This is a very cumbersome
method of control, and is typicaily used only for highly
repetitive manufacturing operations. Joystick controllers
are used to command the end-effector of a robot to
duplicate the motions of an operator's arm.

There are numerous difficulties and problems with these
control methods, especially when they're used for remote
operations. Tasks that involve fine, precise motions or
force interactions are difficult to perform with joysticks.
Also, since a joystick device commands a robot arm in
real-time, extensive high-speed data communication is
required. Furthermore, because the operator's physical
motion is directly coupled to the arm motion, a complete
view of the worksite and all of its obstacles is required.
This is not possible for remote operations unless
extensive sensor and video feedback is provided, which
places even greater demands on the available data
communications.

Advances in remote operations technology are required
to perform more difficult, realistic robotic tasks.
Exampies of these tasks include ground controlled Space
Station Freedom Orbital Replacement Unit installation
and spacecraft ground operations performed by robotic
systems. There are two basic concepts that are now being
considered to improve control capability. One of these is
telepresence. This method of control is an extension of
joystick control since it is based on physical motion of
the human operator. This provides the operator with the
feeling of actually performing the task at the robot site.
Complete visual feedback, which is dependent on the
position of the operator's head, is provided. Force and
tactile information is applied to the operator's hands.
Furthermore, computer graphics are used to place an
image of the operator in the visual scene showing the
effect of the operator's motions. This allows much more
difficult tasks to be performed. However, the large
volume of data that must be transferred to and from the
operator exceeds present communications capabilities for
remote operations. The other alternative method of
control is the ability to provide natural language
commands to a robot system. This relieves the operator

Session 1A / Page 1:1



from the burden of direct physical coupling. This relies
on the ability for an intelligent robot system to plan and
control its own motions. Creating an operator interface
that provides this capability is the first step in developing
improved remote operations technology.

What is a High-Level User Interface

Interactive human control of robotic devices can be
performed at a number of different levels of abstraction,
and can be grouped into three general operating regimes,
Reference 1:

1. Teleoperation - The human actively
controls the individual maneuvers and
actions of the robots;

2. Telerobotics - The robotic system can carry
out maneuvers on its own under fuil-time
operator supervision; and

3. Supervised Autonomy - Shared or traded
control, in which the operator control and
monitoring occurs on a less frequent basis.

Figure 1 shows an example of the various levels of
command abstraction for a planetary exploration vehicle
and their corresponding operating regimes. There is a
corresponding hierarchy of status modeling levels
defining the operating state of the robotic system. At the
higher levels, commands and status change Iless
frequently and invoive less detail, but typically require
more abstract reasoning. Providing a user interface at
these higher levels reduces the operator burden and
fatigue and can improve system safety. For these
reasons, and the fact that machines are not yet intelligent
enough for fully autonomous operation, a high-level, or
telerobotic, interface provides the best regime for control
of robotic systems performing unstructured tasks such as
space operations, nuclear maintenance, etc. This section
discusses some of the features and capabilities of such an
interface.

The telerobotic interface interacts with a user at a high
level of abstraction, which means that the software must
accept high-level commands, decompose these into low-
level device control commands, abstract the low-level
sensor feedback into composite status measures, and
present the status information to the user. In order to
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Table 1. Telerobotic Controller Functions

Command Script Editing

Task Decomposition

Motion Planning

World and State Modeling
Graphic Simulation of Worksite
Task Execution Control

User Site/Robot Site
Communications

Device Interfaces

accomplish this, the controller must have the
functionality listed in Table 1. These processing
capabilities can be distributed between the User Interface,
located at the "user site,” and the Robot Controller, at the
"robot site.” The higher the level of interaction between
these sites, the lower the communication bandwidth
requirements but the greater the processing required at
the robot site. The inter-site communication level is
bounded by the level at which the
user interacts.

provides a number of windows or "panes,” each of which
displays status data from or accepts command inputs for
a different activity. The interface is reconfigurable -
windows are sized and made visible or active based on
the activity being performed, the devices being
controlled, the level of control, the state of the system,
and user preferences. Figure 2 shows an exampie of a
user interface configured for script editing.

Because of the abstract level of user interaction, the
telerobotic interface is a universal controller capable of
handling a variety of devices of different types and
geometries. For example, the user interface for a robotic
system performing space processing tasks would need to
provide control for the base platform motion, the
manipulator arm or arms, a suite of video cameras, and
the various end effectors. The user interface would need
to maintain configuration files for the different devices,
with: information such as the device geometries, number
of controilable freedoms, joint moton ranges, etc. These
data would be used to bound the control actions, support

Since a user interacts with a high-
level user interface mainly

through text and simplified
graphics, standard computer
platforms with rich graphic
interfaces such as engineering
workstations and high-end PCs,
are the preferred implementation
platforms for such an interface.
The user enters data through the
keyboard and simple position
inputs such as a mouse, tracking
ball or space ball, and receives
feedback mainly through screen
displays and possibly simple
audio. The high-level interface is
less likely to involve complex,
special-purpose components, such
as exoskeletal systems and force-
feedback  hand controllers,
typically associated with
teleoperation.  The high-level
interface hardware platforms have
the benefits of low cost, flexibility,
user familiarity, and rapidly
increasing computational power.

The computer display screen for
a high-level user interface

Sixth Annual Conference on Recent Advances in Robotics
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Figure 2: Typical Configuration of a High-Level Interface
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motion planning and graphical simulation, and configure
the controls and displays of the user interface. The
parameters for a device could be downloaded from that
device's local controller at startup or connection time.

The remainder of this section discusses some aspects of
the telerobotic interface functions listed in Table 1.

Command Script Editing and Task Decomposition - A
command script consists of a sequence of actions for the
robotic system components. It defines, either explicitly
or implicitly, modes in which to perform the steps,
terminating conditions for each step, and branch
conditions for selecting successive actions. The user
interface provides means for viewing and editing scripts,
and loading and saving them to file storage. The
command scripts are usually represented on the display
screen as tabular data or flow diagrams with simple
graphic icons. The scripts are organized hierarchically -
a task at one level in the hierarchy decomposes into
several lower-level steps of more detail (e.g., see Figure
1). The user can select the level of abstraction for
viewing the scripts, and by simple keyboard or mouse
actions move up or down the hierarchy to see the context
or the expansion of the current task. At the higher
levels, symbolic names are used to specify destinations,
poses and actions; only at the lowest levels do these
decompose into numeric joint angles, force levels, etc.

The task of developing command scripts is distributed
between the telerobotic system developers who create
generic scripts for performing common activities, and the
on-line user who selects specific parameters for these
scripts and combines them into a higher-level plan. For
example, the developers may create a general script for
removing access plates, and the user could "instantiate”
that general script with a specific instance (e.g., "remove-
access-plate ovl-cover with arm1™) and include it as one
step in an inspection script. The generic remove-access-
plate script would build upon other scripts such as a
remove-fastener script, also constructed by the system

developers.

Motion Planning - Since the operator does not define the
individual maneuvers of the robotic devices, a telerobotic
controller must be able to plan and execute collision-free
motions for the robots. This is one of the more complex
tasks that the controller must handle. Humans perform
the type of spatial and body-interaction reasoning
required for motion planning all of their lives, and find
the task quite natural. However, codifying this reasoning
into efficient computational models is quite challenging.
Motion planning is like object recognition in the sense
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that the more natural and intuitive a task is for humans,
the tougher it can be to implement it on computers. A
high-level user interface could take advantage of human
strengths by providing computer-assisted motion
planning. For example, the operator might prescribe
intermediate path points or select avoidance options, and
the computer could test the resulting paths or produce
motion alternatives. The interface would graphically
display a representation of the robots and work
environment, motion paths, and potential collisions. It
would provide means for the user to specify robot
positions and interactively select motion options.

Motion planning consists of three related planning
activities:

1. Path Planning - finding a collision-free path
for a robotic device (mobile robot or
manipulator arm) through a cluttered space;

2. Fine-Motion Planning - planning robot
motions, such as docking or assembly, that
involve contact with bodies in the
eanvironment; and

3. Grasp Planning - planning motions for a
dextrous end-effector to acquire and fine-
position an object.

The first two of these are required for almost all
unstructured tasks, and grasp planning will become more
important as robotic hand technology improves. For
instance, in the inspection task example discussed above,
the high-level user interface must plan a free-space
motion to the access cover, plan compliant motions to
contact and remove its fasteners, and plan other motions
to remove and possibly stow the access cover.

Much recent research deals with motion planning, and
several algorithms have been demonstrated in laboratory
environments (e.g., see References 2, 3). However,
several practical motion planning issues have yet to be
satisfactorily addressed including: world model
conversion and use (see the following subsection),
planning efficiency, handling model and control
uncertainty, tradeoffs between model-based and sensor-
based planning/control, and effective use of manipulator
redundancy (including multi-arm coordination and the
redundancy inherent in having manipulators attached to
a moving base).

World Modeling - In order to use symbolic component
specifications, model-based motion programming, and

Session 1A / Page 1:4



automatic task decomposition, the telerobotic controiler
must maintain a "world model” that represents the
configurations, locations and states of the robots and the
objects in their environment. For path planning uses, the
world model represents the external shapes of objects and
robot links and their expected positions and orientations
in some global reference. This geometric model also
supports graphic simulation of robotic activities, allowing
the user to visualize task performance on a simplified
system model. The simulation can be used to support
off-line programming of tasks and command scripts,
preview execution of a task scenario, or monitor
performance during actual system operation. The
simulation allows selection of perspective parameters to
show the view as it would be seen from robot site
cameras. An advanced feature would be the ability to
superimpose actual camera images on the simulation
display, thereby supporting model registration and
calibration.

The geometric model should be hierarchically organized
to promote efficiency and allow planning and viewing at
appropriate levels of resolution. The high-level user
interface should include a means for converting existing
CAD models of components, facilities, etc. into the
special-purpose solids models used by the motion planner
and graphic simulation.

In addition to geometric information, the world model
must also maintain connectivity and functionality
information. Considering the inspection task example
again, the world model must represent the location of the
access cover, know what fasteners hold this cover in
place, where the fasteners are positioned relative to the
cover, and how they are removed. This information
would be accessed and used when decomposing the
general part removal script into steps for removing the
individual fasteners. Object-oriented programming is
ideally suited for implementing this type of functionality.

Task Execution Control and Status Monitoring - The
high-level user interface provides windows for control of
the real-time system operation and for monitoring the
system status. The execution control window is always
available during operation, and provides generai control
actions such as Execute Script, Emergency Halt, Pause,
Continue, Execute Immediate Move, and so forth. The
immediate commands are limited based on the
experience level of the user, and safety tests such as
clearance checking are performed as actions proceed.

Feedback from the robot sensors is used to determine
system status during operation. A hierarchy of status
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representation is maintained by the telerobotic controller.
For example, joint resolver or encoder signals at the
lowest levels are abstracted into joint position
information, Cartesian end-effector locations, and
symbolic configuration information. Camera images
could be processed to extract visual cues, such as points
and lines, identify objects from these cues, and register
the objects. Strain gage measurements could be
converted into a set of forces and torques at a wrist
sensor, and then these could be processed by subtracting
gravity effects and adjusting the coordinate reference to
determine contact forces on a part being assembled.

Windows are available in the user interface for
displaying the status information, usuaily tabular data or
simple graphics such as bar charts or gauges. For
example, one set of gauges may display joint angles
relative to their bounds, while another displays the force-
torque state of the end-effector during a compliance
operation.

During system operation, the status information is
constantly compared with state expectations set up with
the command script. The state feedback is used to
terminate processing steps, enter error handlers, or select
script branches.

Supervisory Control Architectures

Any advanced telerobotic system requiring direct human
interaction is controlled by numerous software processes
executing on one or more computer processors. These
processes perform the functions shown above in Table 1.

A supervisory control architecture contains the
components necessary to integrate these processes into a
supervisory control system. It also provides the ability to
control and communicate between the various processes.
In developing remote operations technology, attempts are
being made to use standard architectures and computer
platforms to maximize portability and minimize
development time. @ Thus, a number of control
architectures that have been developed and used in
laboratory test-beds have been examined for their
potential use in a remote operations system. These
architectures perform various functions of a complete
architecture. Some of them attempt to provide an entire
controller and some provide only portions of one. An
overview of some of the available control architectures is
presented below.
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Recent research at the RPI Center for Intelligent Robotic
Systems for Space Exploration (CIRSSE) has
concentrated on the Theory of Intelligent Machines. As
described in Reference 4, the intelligent machine (IM)
encapsulates autonomous robot functionality in a tri-level
hierarchy comprised of the Execution, Coordination, and
Organization levels.

The Execution Level contains physical devices and
provides their associated basic control services. The
Coordination Level is composed of a dispatcher and
multiple coordinators. The dispatcher receives and, as
needed, decomposes commands from the Organization
Level and communicates them to the appropriate
coordinators. The coordinators select the most efficient
methods of accomplishing tasks in real time and
communicates them to the Execution Level for
implementation. The Coordination Level also provides
communications for the IM, attempts to resolve error
messages received from the Execution Level, and
schedules the use of system resources. The Organization
Level is responsible for performing intelligent planning
and reasoning at an abstract level and for responding to
_errors that the Coordination Level was unable to resolve.

Together, the components of the IM comprise an
architecture that represents the principle of Increasing
Precision With Decreasing Intelligence, Reference 4.
CIRSSE researchers have implemented the Execution
and Coordination levels of the IM. The resuit of their
efforts are the CIRSSE Test-bed Operating System
(CTOS) and the Motion Control System (MCS) shown in
Figure 3.

Organization Levei

Coordination Level

MCS vss
CTOS
UNIX VxWorks
Figure 3:  Components of the IM.
Adapted from Reference 4.

CIRSSE Test-bed Operating System (CTOS) - CTOS
was developed to provide a consistent programming
interface to the hardware in the CIRSSE test-bed. More
generally, CTOS provides a set of system services that
facilitate the development of distributed telerobotic
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applications. System-wide communication, task
distribution, and task synchronization are available
through the services that constitute CTOS.

The Bootstrap Service reads configuration files that
specify desired task distributions, loads and initializes
programs on the requested processors, and synchronizes
the processes for system startup. The Task Identification
Service associates a unique identifier with the symbolic
name of every process run under CTOS. These
identifiers serve as the "address” of processes in the
distributed environment. The Message Passing Service
uses these addresses to provide system-wide
communication for CTOS. It dispatches messages to
processes regardless of their location by obtaining their
address through associated symbolic names. Low-level
communications are supported by the final two services.
The Synchronization and Inter-processor Blocking
Services facilitate real-time execution performance
through high-speed communication.

CTOS is an event-driven application environment, i.e.,
messages are passed and event-handlers are fired in
response to events that occur in the system. As such,
application developers create CTOS control applications
by defining collections of event-handler functions.
CIRSSE periodically offers training in the use of CTOS
and MCS.

Motion Control System (MCS) - The CIRSSE Motion
Control System is a modular real-time control system
that provides control of muitiple manipulators. MCS is
implemented as an open architecture in a distributed
environment and supports a variety of computing
platforms. MCS makes up the lowest level of the IM; it
maintains detailed state information on the physical

Cli Intert:
Application or Client Interface e £
) [} '
e Trajectory Generation M°“°&‘;gﬂﬂlﬂ9
[} )
Motion Control
State [ Controllers e
Manager ] i [
{ slot interface sl
] ' '
s Channel Drivers e ;f;trerfaee
Figure 4:  MCS Architecture.

Adapted from Reference 4.
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devices in the test-bed and passes only command status to
higher levels of the IM. As seen in Figures 3 and 4,
MCS is layered on top of CTOS in four modular layers
with well defined interfaces.

The most abstract layer of MCS is the Client Interface
Layer. As its name implies, the client interface serves as
a consistent entry point for MCS. It is responsible for
receiving commands from higher levels of the IM and
passing them on to the Motion Planning Layer. The
motion planner generates trajectory information, which
the Motion Control Layer uses with feedback from the
device sensor to determine joint torques values. These
values are sent to the foundation of MCS, the Test-bed
Interface Layer. The test-bed interface contains device
drivers that convert the digital commands into analog
signals and control the system actuators.

One additional component spans the four layers of MCS
to oversee its operation. This component, the State
Manager, is responsible for monitoring system
configuration and for coordinating the functionality of
the other layers. It also performs resource allocation and
conflict resolution and maintains the state of the system.

MCS and CTOS were developed in the C programming
language. They run in a VME-based multi-processor
environment and on UNIX workstations, respectively.
These components of the IM have been used at CIRSSE
to control an 18 DOF robotic system.

PL - Modular Telerabotic Task £ .
System

A telerobotic system architecture designed and
implemented at the NASA Jet Propulsion Laboratory
Supervisory Telerobotics (STELER) laboratory focuses
on telerobotic control capabilities required at the robot
site. The Modular Telerobot Task Execution System
(MOTES), described fully in Reference 5, attempts to
maximize robot control capabilities while operating
within limited computational constraints that may be
characteristic of remote robot sites. Beyond baseline
teleoperation, MOTES accommodates shared control and
supervised autonomous control of a redundant
manipuiator. The MOTES architecture, seen in Figure 5,
is composed of a number of modules, which in many
ways mirror the Primitive level of the NASREM
telerobot control architecture. NASREM, described in
Reference 6, is a model for hierarchical control of
intelligent machines which was an attempt to standardize
the control of these machines. It was developed jointly in
the mid 80's by NASA and NBS (now called NIST).
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The Shared Memory Module serves as a coordinator of
global memory. It provides a communication capability
between other modules, maintains systems status
information, and contains queues of commands to be
executed by specific modules. A task queue contains
commands received from the user site. A reflex queue
contains commands that should be executed in response
to the occurrence of events.

Local Site System

|

Local
Remote 3
s w“
gl g
sl a
\ 4
‘—ﬁi Executive
<—’{ Dispatcher
O
z [ Comrol ]
i
(%]
A Task to
" Joint Map | M
Device
-~ M
Drivers
Figure 5:  Motes Architecture.
Adapted from Reference S.

The Executive Module is the liaison between the robot
site and the user site. It receives commands from the
user site and places them in the task queue in shared
memory. The Executive also returns status information
and requested data to the user site.

The Dispaticher Module acts as an event manager,
scheduling reflex commands for execution in response to
occurring events. It also schedules task commands
according to the state of the system and the issue time of
the commands. The Monitor Modules monitor the
system status for both normal and abnormal conditions,
and the Sensor Modules collect and provide both real and
virtual sensor data.

The remaining modules combine to effect robot motion
and therefore may be thought of collectively as an
"execution module." The Control Modules generate
motion control commands for the real and virtual
sensors. These control commands are mapped to task
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space and are placed in shared memory where the Fusion
Module reads and aggregates them into task space
commands. The task space commands are translated into
actuator space commands for the physical devices by the
Task to Joint Map Module. Finally, the Device Drivers
Module communicates the actuator commands to the
target robotic devices and collects status data.

JPL has impiemented this architecture in the Ada
programming language on 68020 processors in a VME
environment. The initial implementation of MOTES was
used to control a Robotics Research 7 DOF redundant
manipulator.

Talda " | : el
(TelRIP

Telerobotic control architectures are founded on an
ability to communicate between processes and processors.
Rice University, a member of the Universities Space
Automation/Robotics Consortium, has implemented an
architecture for distributing data in a complex distributed
computing environment. As described in Reference 7,
the Telerobotic Interconnection Protocol provides
mechanisms for inter-process data distribution using
shared memory and socket level communications and
inter-processor data distribution over networks via
TCP/IP. It should be noted that this is not a complete
robot control architecture, but simply a software tool that
provides the basis for creating a control architecture.
TelRIP includes a communication protocol that describes
the format of data packets, an event-driven router process
that sends and receives data packets, and a programming
interface that allows users to create TelRIP applications.

The TeIlRIP communication protocol specifies a
consistent format for data packets. It allows for the
identification of numerous characteristics of each packet,
such as data source, data size, and message type. This
data packet format is enforced by the router processes
and the programming interface.

TeIRIP uses a router process to distribute data. Each
processor in a distributed environment runs one router.
The routers are configured in a fully connected network,
i.e., each router is connected to every other router to
allow data to be distributed among all processes. Each
process that needs to receive data "registers an interest”
with its local router. This "interest” is actually a callback
function to be executed when data of a certain type is
available, i.e., when an event occurs. A process sends
data by telling its local router to distribute it. The router

Sixth Annual Conference on Recent Advances in Robotics
University of Florida, Gainesville FL, April 19-20, 1993

sends the data to interested processes on the same
processor and broadcasts the data to the other routers in
the network so they may do the same. This data driven
approach allows distributed applications to be easily
reconfigured because processes may be spread among
processors with little or no impact to other system
components.

The final component of TeIRIP, the application
programming interface (API), provides a consistent
library of C functions (TeIRIP is implemented in the C
programming language) for creating distributed
applications. The library contains functions that allow
users to register processes with a router, to manipulate
data packets, and to distribute data. There are also
functions that allow a process to send and receive short
messages, 0 spawn processes on other processors, to
register timer events (functions that execute after a
specified amount of time passes), and to handle file I/O.

TelRIP runs on a number of platforms including Sun and
Silicon Graphics workstations, MS-DOS PCs in a client-
server relationship, and under the Lynx operating system.
The available platform options, high-level data
distribution  mechanisms, consistent API, and
straightforward user's guide offered by TeIRIP provide
users with the core capabilities required for supervisory
control system development.

Conclusions

A number of current and planned robotics applications,
ranging from nuclear maintenance, ground-based and
on-orbit space operations, to interplanetary exploration,
require human control from remote sites. A telerobotic
controller with a high-level user interface is the best way
to perform many of these operations. Such an interface
allows the user to work at a more natural, intuitive level,
specifying abstract commands using symbolic identifiers
and viewing composite status measures. In order to
support this mode of operation, the telerobotic controller
must provide advanced features such as command script
editing, autonomous task decomposition, motion
planning, world modeling and status monitoring.
Researchers at several laboratories have developed
architectures based on standardized computer platforms
to support implementation of such controllers. These
architectures provide common services, such as
processing task allocation and scheduling, and inter-
process communication and control. McDonnell Douglas
Space Systems researchers are integrating and advancing
these technologies in the development of a universal
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remote system interface that will be capable of
controlling a variety of robotic devices performing a
range of space-related processing operations.
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A SMART KINESTATIC INTERACTIVE PLATFORM

M. Griffis and J. Duffy
Center for Intelligent Machines and Robotics
University of Florida
Gainesville, Florida 32611

ABSTRACT

This paper presents a newly patented in-
parallel platform which is geometrically simple. It
has six distinct connecting points in both the base
and top platforms. The forward solution can be
determined by solving an eighth degree polynomial.

INTRODUCTION

Over the past few years, there has been an
ever increasing interest in direct applications of
parallel mechanisms to real-world industrial
problems. Insituations where the needs for accuracy
and sturdiness dominate the requirement or a large
workspace, parallel mechanisms present themseives
as viable alternatives to their serial counterparts.
This article is confined to the forward displacement
analysis of Stewart Platform-type parallel
mechanisms. In the general sense, each of these
mechanisms consists of two platforms that are
connected by six prismatic joints acting in-parallel.
One of the platforms is defined as the "top platform.”
It has six degrees of freedom relative to the other
platform, which is the "base." It is then required to
compute all possible locations (positions and
orientations) of the top platform measured relative to
the base for arbitrary sets of six connecting prismatic
leg lengths. Each prismatic pair is connected at each
end to the base and top platforms by ball and socket
joints.

Stewart' introduced his platform in 1965 as
an aircraft simulator. Since then, many parallel
mechanisms containing prismatic joints have been
called Stewart Platforms, although Stewart originally
suggested only two different arrangements. Hunt™,
Mohamed and Duffy*, Fichter’, Sugimoto®’, Rees-
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Jones®, and Kerr’ all suggest use of Stewart
Platforms, with various applications ranging from
manipulators to force/torque sensors. Reinholz and
Gokhale™ (as well as Miura, Furuya, and Suzuki,
and Miura and Furuya®) investigated an interesting
application in the form of "Variable Geometry Truss
Robots (VGTs)." It is apparent that NASA’s
octahedral VGT is in fact founded on the simplest of
the Stewart Platforms.

Much of the research in the literature has
devoted extensive effort to the reverse displacement
analysis that is inherently simple for parallel
mechanisms (viz. it is required to compute a set of
leg lengths given a desired location of the top
platform relative to the base). Few, however, have
investigated closed-form forward displacement
analyses for parallel mechanisms. Instead, they
depend on purely numerical solutions. Behi®
investigated a forward displacement analysis of a
parallel mechanism that closely resembles a Stewart
Platform. Numerically, he was able to find eight
solutions. Reinholz and Gokhale' used the Newton-
Raphson technique to obtain an iterative solution for
the forward displacement analysis of a Stewart
Platform.

A closed-form forward displacement analysis
(as opposed to an iterative one) will yield much
important information on the geometry and
kinematics of a parallel mechanism. For instance, a
closed-form solution for a Stewart Platform will not
only yield the exact number of real configurations of
the top platform relative to the base for a specified
set of leg lengths, but also quantify the effects of
errors in leg lengths on the position and orientation
of the top platform. Furthermore, a forward
displacement analysis of a Stewart Platform
manipulator will provide a cartesian controller with
necessary feedback information, namely the position
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and orientation of the top platform relative to the
base. This is especially important when the actual
position and orientation cannot be directly sensed,
and when the manipulator's configuration is
determined solely from lengths of the connecting
prismatic legs. Near singularities, purely numerical
solutions may experience difficulties, since they
provide no way to determine changes in closure.

FORWARD ANALYSIS

The forward analysis of in-parallel platfor
ms has attracted much attention in academia in
recent years. The most general in-parallel platform
is called a 6-6 platform because there are six distinct
connecting points in the base and six distinct
connecting points in the top platform (see Figure 1).
In this paper all connecting points are considered to
be coplanar in both the base and top platforms. The
closed-form analysis for the 6-6 platform has proven
to be a most challenging task.

Figure 1: General 6-6 Platform

The most simplified form of the mechanism
contains six legs which meet in a pair-wise fashion
at three points in both the top platform and base (see
Figure 2). This form of mechanism which was called
the "3-3 Stewart Platform™ was solved by Griffis and
Duffy™. Their solution was easily extended to a "6-3
Platform" whose legs meet at six distinct points in a
planar base (see Figure 3). Nanua, Waldron, and
Murthy® also obtained a closed-form solution for the
6-3 Platform. A 6-3 Platform with a non-planar base

Sixth Annual Conference on Recent Advances in Robotics
University of Florida, Gainesville FL, April 19-20, 1993

st

Figure 2: 3-3 Platform

Figure 3: 6-3 Platform

was analyzed by Innocenti and Parenti-Castelli.
The maximum number of assembly configurations
for the 3-3 and 6-3 Platforms are sixteen. For the 3-3
and for the 6-3 Platform with six distinct connecting
points lying in a plane it is necessary to solve an
eighth degree in a variable x*. This vields a
maximum of 8 real assembly configurations above
the base and 8 reflected assembly configurations
through the base. For the more general 6-3 Platform
with non-planar connecting points it is necessary to
solve a general 16th degree polynomial.

It is clear that the 3-3 Platform, an
octahedron, has the simplest forward solution and it
further became clear that apart from the 6-3 Platform,
as more distinct connecting points were introduced
the degree of complexity of the forward analysis
increased. The most complex forward analysis is
that for the 6-6 Platform. In order to gain insight
into the problem formulation for the general 6-6
Platform, the forward analysis for a sequence of
platforms was performed.

A number of 4-4 Platforms, for which the six
legs connected either singly or pair-wise at four
points in both the top and base platforms were
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solved by Lin, Griffis and Duffy”. This was
accomplished by deriving and solving polynomials
of degree four, eight, and twelve. About the same
time, Innocenti and Parenti-Castelli'® solved a 5-5
Platform, which contains three singly connected legs.
This was accomplished by deriving and solving a
fortieth degree polynomial. Later Lin, Crane and
Duffy® solved a series of 4-5 Platforms. This was
accomplished by deriving and solving various
polynomials ranging from sixteenth degree to thirty
second degree. Most recently, the solution to the
general 6-6 Platform was obtained by Wen and
Liang® and Zhang and Song®. It was necessary to
derive and solve a fortieth degree polynomial.

THE NEW IN-PARALLEL PLATFORM

As previously stated, there is a real need for
a closed-form forward analysis. It is, of course,
possible to perform numerical iterations (an
optimization using six independent variables) to
obtain the position orientation of the platform.
However, it is well known that such iterative
solutions have a tendency to "jump"” from one closure
to another. From a practical viewpoint, this is
undesirable.

The necessity for a closed-form analysis
really manifests itself whenever a platform is to be
used to control force and motion simultaneously.
Any in-parallel structure lends itself well to a static
force analysis particularly when utilizing the theory
of screws®. The wrench applied to the top platform
can be staticallv equated to the summation of the
forces measured along the lines of the six prismatic
legs. Thus far this particular application of an in-
parallel platform has depended on relatively "small"
leg deflections, resulting in a "constant"
configuration. However, employing a closed form
forward analysis provides the analytics to monitor
gross deflections of the platform and thereby permit
one to consider the design of a compliant
force/torque sensor.

There is, however, a dilemma. The
geometrically simplest parallel mechanism is clearly
the octrahedron which contains six legs that meet in
a pair-wise fashion at three points in both the top
platform and base. The closed form forward analysis
involves the solution of an eighth degree polynomial.
It is practical to solve such a polynomial rapidly and
in real time. This is necessary when employing the
platform to control force and motion simultaneously.
However, such a platform has a serious mechanical
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disadvantage. It is not possible to design the
necessary concentric ball and socket joints at each of
the double connection points without mechanical
interference. Such a design is mechanically
unacceptable. It is preferable to separate the double
connection points in order to overcome the
mechanical design problem. However, the closed-
form forward solution for the general 6-6 Platform
involves the solution of a fortieth degree polynomial.
It is not practical to solve a fortieth degree
polynomial in real time.

The newly patented platform, illustrated in
Figure 4 incorporates the benefits of both the
octrahedron Platform and the general 6-6 Platform.
There are six distinct connecting points in both the
top platform and the base which avoids the
mechanical interference problem. At the same time
it is possible to control the position of the top
platform employing the eighth degree polynomial for
the forward solution of the octrahedron. This
combination makes possible the simultaneous control
of force and motion using the newly patented device.

-
Figure 4: Special 6-6 Platform
(U.S. Patent # 5,179,525)
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DESIGN AND CONSTRUCTION OF A "SPACE EMULATOR"

Masory O., Marquis L., Subramanian C. and Kumar A.

Robotics Center
Florida Atlantic University
Boca Raton, FL 33431

Abstract

A "Space Emulator" by which the motions
of a manipulator carried by a small spacecraft
can be emulated in lab environment is
described. It consists of two Stewart platforms
whose velocity and acceleration are controlled
by Admittance Controller that acquires the
interaction forces between the manipulator’s
base and the space vehicle and between the
manipulator and the task from two six degree-
of-freedom force/torque sensors, mounted on
the platforms. In return, the controller
determines the required velocity for each
platform so that a free-float motion is
emulated. The required platform velocity is fed
to platform controller which resolves it to link
velocities. using the inverse kinematic solution
of the platform. and feed the results to to
control modules which regulte the velocity of
each link in a closed-loop fasion. The
descriptions of the mechanical structure, the
force/torque sensors. the controller and the
control/interface software are presented.

[. INTRODUCTION

As humanity branches out beyond the
confines of our planet, robots will play an
increasingly important role. The goal of robots
in space will be to replace humans in a
dangerous working environment with machines
that can work harder longer and without the
extreme safety precautions or expense [l].
Thus, robots will be an extremely important
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element in mans establishing an extensive and
long term presence in space.

Control of manipulators in space
environment is difficult since the vehicle to
which the manipulator is attached to is free to
float. As a result, motions of the robot and
task interaction forces would <cause a
disturbance in the velocitv/position of the
vehicle and consequantly of the robot itself.
Currently, robots carried by satellites are
remotely controlled by ground or space based
human operators which is difficult and
expensive. Therefore, control techniques, which
will make it easier for human operators to
guide the manipulators through demanding tasks
in space. need to be developed.

In order to develop applications and control
schemes to overcome these problems, it is
necessarv to emulate the free-float behavior in
a laboratory environment. Space emulators, as
described in this paper, can be used to develop
and test new control strategies. path planning
algorithms and applications [2]. They could be
also used to train operators, here on earth, with
greater safety and less expense than space based
training.

Such a space emulators is currently under
construction at Florida Atlantic University
Robotics Center and the purpose of this paper
is to describe this particular syvstem.

[I. SYSTEM DESCRIPTION

The space emulator consists of two Stewart
platforms [3,4], shown in Figure 1. where one 1s
used to emulate the motions of the spacecraft
carrving the robot and the other the task
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dynamics. A robot is placed on top af one of
the platforms and the application hardware
upon which the task is performed is placed on
top of the other. Six degree-of-freedom force-
torque sensors are mounted between the
manipulator and it’s platform and between the
device and it’s platform. These sensors measure
the forces generated by the manipulator motions
and the interaction forces between the robot
and the task. These forces in conjunction with
the dynamic model of the spacecraft and the
task are used by Admittance Control to
maneuver the platforms such that space
conditions (zero gravity) are emulated.

A Stewart Platform, illustrated in Figure 2,
is composed of six variable length links
(prismatic joints), a fixed base and a movable
plate. Each link is attached to the plate by a
ball joint and to the base by a U-joint. Since
the link is realized by hydraulic piston whose
rod is free to rotate about its axis and thus
providing additional rotational axis, each link is
actually connected at both end by U-joints.
These particular pistons have 1.5" bore, 30"
stroke and their minimum length is 54".

The pose of the platform is defined as the
relative location of (P} with respect to (B}
where (P} is located at the center of the moving
plate, Op, and (B} at the center of the base O,.
The pose and the velocity of (P} are determined
by the length and velocity of each link
respectively. Electro-hydraulic servo valve is
used to regulate the flowrate of oil into the
piston and thus determine its velocity. The
flowrate through the electro-hyvdraulic servo
valve is directly proportional to the electric
current that flows through the valves inductors.
Amplifiers are used to convert the voltage
signal produced by a motion controller and a
dither signal into the current required to drive
the valves. A 50HP (1500psi 50gpm) hydraulic
pump is used to power each platform and the
maximum flowrate through the valves at this
pressure extend the piston at a maximum
velocity of 15in/sec. A rotary optical encoder,
attached to the piston through a rack and
pinion arrangement, provides the necessary

Sixth Annual Conference on Recent Advances in Robotics

University of Florida, Gainesville FL., April 19-20, 1993

position and velocity feedback signals, that are
used by a closed-loop controller as will be
explained later.

The base and the plate are circular with
radii R,=3ft and R =1ft respectively. The U-
joints attached to the plate and the base are at
P, to P and B, to Bg respectively. The
coordinates of B; i=1..6 with respect to (B)
denoted as b;, and those of P; with respect to
(P} as p;. , The X axis of (B} is selected along
the line which bisects the angle B,O,B; , and
similarly for X axis of {P). The location of
joints on the base and the plate are at:

b;=R, (cos Ot 5 sin oty ,0)

o, =309,909,1509,210°,2700,330¢
1
(1)

Pi=Rp (cos o s sin o, ,0)
ap,=150,1050,1350,2250,2550,3450
1

The plate pose can be described a 3*3
orientation matrix R and a translation vector q
which define (P} with respect to {B}. The
corresponding links lengths are given by the
norms of the vectors connecting B; to P,

expressed in {B}:

L, =Rp, +q —b;| i=1,....6 (2)

This relationship is used by the controller to
determine the length and velocity of each link
necessary to drive the platform to the required
pose at a given trajectory velocity.

The force sensors use straingages as
transducers and their signals are amplified by
instrumentation amplifiers befor being fed to
the admittance controller through a data
acquisition board. The admittance controller is
implemented on a 33MHz 486DX I[IBM/AT
computer which communicate the results
(velocity references for both platforms) to the
platform controllers through RS-232 serial

ports.
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The platform controller is implemented on a
25MHz 386/7 IBM/AT computer in which a
motion control board was installed. Six
modules, each implements a PID controller, are
installed on this board and thus control all six
links of the platform can be controlled
simultaneously. At each sampling period each
module is fed by the feedback signal produced
bv the encoder and with a velocity reference
(communicated through the IBM/AT bus) and
in return it produces a new reference for the
servo valves.

The required velocities of the links are
determined by the pltform controller using the
inverse kinematic solution of the platform.
However, before applying these results the
controller checks out whether any of the
following kinematic constraints is being
violated: 1) Link length limitations; 2) Joint
angle limitations; and 3) Links interference [9].
If no constraint is being violated, the results are
communicated to the control modules.

III. THE FORCE/TORQUE SENSOR

Most force sensors include structurally
flexible members in which high stresses are
developed due to the load. The strain on these
members are measured by transducers which
their readings are related back to the load [5-7].
Such sensors can be made of simple, easy to
fabricate structure and instrumented with low
cost transducers. With this concept in mind, a
sensor which constructed as two rings connected
by three flexible members, have been designed
(figure 3). In order to select dimensions of the
flexible members (b - width and h- length of
the element) the sensor was modeled using a
commercial FEM code and the following
characteristics were determined as function of
these dimensions (see Figure 4):

1.Maximum stresses under maximum
anticipated load in order to avoid structure
failure.

2.Maximum strains in order to avoid straingage
failure.
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3.Sensor stiffness matrix condition number is
order to estimate to what degree the six
measured quantity are separately. '

4.Sensor sensitivity given by the norm of the
vector F calculated under the assumption that
the minimum possible reading from each
bridge is one microstrain.

5.Sensor natural frequency in order to avoid
dynamic excitation of the sensor.

Once the sensor was fabricated its stiffness
matrix was determined by a calibration
procedure the sensor was loaded with a uni-
axial force (F, ,Fy or F,), which its magnitude
was measured by uniaxial load cell, and the
corresponding reading from the straingages
were recorded. Since it was impossible to
apply a pure moment, a combination of a
uniaxial force and moment was used. However,
since the sensor readings due to the force are
already known, it is possible to determine its
readings due to a pure moment.

An example of the calibration results are
shown in figure 5 which illustrates the output
from the six bridges during loading and
unloading the sensor with a force in X
direction. Linear relationships between the load
and the outputs were established by fitting a
straight line to the data. The slopes of these
lines are the elements of the first column of the
compliance matrix, C:

AT e g et o}
Vilo { Ci+ 61- 0419~ 6 10 110
e (€l 0100030000 510110
Vil |Ca 060 1000iDo10 3)
Vel LC .o DTG VigIR G
1 Rl e Y

Repeating the process for all other loads
produces the rest of the coefficients of the
matrix C. If the bridge output is not zero at
’no load’ condition a constant offset vector, G,
has to be added to Eq. I:
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V =CF +G (4)
Where: V - Sensor outputs (Bridges
voltage)

F - Load
C - Compliance matrix
G - Offset voltage vector

At the end of the calibration process a load
applied to the sensor can be determined byv:

F =C*[V —G] (5)

The fabricated sensor has a sensitivity of
about 3. natural frequency of about 700Hz and
it stiffness matrix condion number is 70.

VI. LINK CONTROLLER DESIGN

Each control module, used to control the
velocity and position of the piston, implement a
digital PID controller with a sampling time of
T=341 microseconds. The required feedback is
obtained by an optical encoder with a resolution
is 21,600 counts per revolution which transiates
through the rack and pinion arrangement to
7832 counts per inch. The module output,
which is fed to the servo valve amplifier, has
the ranges +I10V. The PID algorithm
implemented by these modules is given by the
following difference equation:

u(n) =z(¥63e(n) $kl, [e(n) —e(n —1)] +X, nZe(n)

where: Kp - Proportional gain.
K4 - Derivative Gain.

K; - Integration Gain

u(n) - Controller output at sampling
period n. 852

e(n) - Velocity/Position error at

sampling period n.

A dynamic model for the plant, (see Figure
6 for system block diagram) consisted of the
amplifier, valve and piston connected in series,
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was determined through open loop step and
frequency response experiments (Figure 7):

Keo.ou:(__s_ +
180

S LY S (7)
e |l o 0oty SeE
(56 +38i )(56 T )(105 )

The static gains of the plant, K, was found
experimentally to be approximately 6.73
inches/sec/volt and a the time delay was
measured directly from the step response. In
order to design a sampled-data controller, G(s)
with additional ZOH was transformed to Z
domain. The ZOH added to the plant a gain of
0.000305volt/count that corresponds to the gain
of the DAC on the controller module. The
transformation of Eq. (7) to Z domain yields

(8]

G(s) =

_ 15912 X107 (z 43.695)(z +0.265)(z +<9)
(2 —1)(¢8y-0.987)(z —0.973)

G(z)

Similarly, the controller difference equation,
Eq. (8), was transformed to Z domain:

Ulz) (K, ¥K, +K,)z° (K, $25,)Cel
Etg) (zrrl)z

A PID controller was designed in Z
frequency domain and then tuned on the actual
system [8]. A PID controller with gains Kp=5,
K4=500, and K;=10 was found to produce
adequate response as shown in Figure 8.

V. SOFTWARE DESCRIPTION

The software that controls each Stewart
platform is divided into two major parts: 1)
Menu driven user interface which allows the
user to drive the platform in variety of modes;
and 2) Real-time routines that perform the

inverse kinematics, check for constraints
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violation and communicate with the control
modules. The software was implemented using

Borland Turbo C++ programming language.

The user interface menu was design so that
operator’s errors will be minimized through

"On-line
selections as the session progresses.
research
options

support
provides

Help"

variety

several

of

and

Enabling/Disabling
In order to

activities, it

by

which

velocity/position references can be fed to the

controller. The following table illustrates the
flow of menus and the options that are
provided by the user interface:

Leve Level Level Level Level
11 2 3 4 5
Operation | Input Action
Selection | Source Selection
Selection

Log | Initilize - Initialize
in System Sequence
Platform -Datafile | -Move
Space -RS-232 | -Animate
-Joystick
-Teach
Pendent
Joint -Datafile | -Move
Space -RS-232
-Teach
Pendent
Shut - Shut Log
Down Down off

The following provide a short description of
the above options:

Login/Logoff: The user through a "Pass Word"
gain access to the system and his activity during
the session is recorded in a log file.
Initialization: This routine initializes the DCX
motion controiler’s parameters, and moves the
platform to the "Home" position defined as
Xhome=[ 0, 0, 5.85, 0, 0, 0 ] where the element
of X;ome are X, ¥, z, roll, pitch and yaw. This
pose correspondes to driving each link to
Tl  IAREIRE S it
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Platform/Joint Space: This feature allows the
user to select the space in which motion will
take place. In case of "Platform Space" the
inverse kinematics routine that calculate the
requiried link lengths in invoked, while in
"Joint Space" link lengths are directly given. In
both cases references can be provided by:

Data File: Data file which contains
precalculated poses (or lengths) along a
required trajectory.

RS-232: References are computed by other
computer and communicated to the
controller through a serial port at
57000Baud

Joystick: A six degree-of-freedoms joystick
is used to drive the platform (not available
in "Joint Space").

Teach Pendend: This routine allows the user
to move the platform along a straight line
to a new pose, specified in absolute or
relative coordinate systems, with a specific
trapezodial velocity profile. by selecting
options with a mouse, that are listed in a
graphics window on the PC monitor.

Animation: This option allows the user to
animate the platform motion and thus to
determine whether the motion he had in mind
will actually performed. Moreover, it make it
possible to find out if any of the kinematic
constraints would be violated during the
planned motion. This option is extremly
important since severe damage might occur in
case of constraint violation.

Shut Down: This routine leads the user through
the correct sequense of power shut down in
order to eliminate hazard situations.

the software
everv 50

The Real-Time portion of
performs the follwing tasks
miliseconds:
1.Compute the required links’ velocities using
the inverse kinematic solution of the platform
(1 milisecond).

2.Check whether a kinematic constraint is being
violated, if so the motion 1is stopped

(2miliseconds).
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3.Communicate the new velocity references to
the controller modules (22miliseconds).
4.Check the status of the controller modules

(25miliseconds)

Most of the program execution time is
devoted to communicating with the DCX
motion control board, and together they
consume about 90% of the program execution
time T. In contrast, the inverse kinematic and
the constraints checking subroutines use only
about 6% of T.

VI. CONCLUSIONS

The design and construction of a "Space
Emulator" that consists of two Stewart platforms
whose  velocity/acceleration is separately
controlled by Admittance Controller is
described. The design and calibration of the six
degree-of-freedom force/torque sensor that is
used as a feedback device for the admittance
controller is discussed. A model for each link
was derived and a PID velocity controller was
designed. In addition, the structure of the
software, which is composed of user interface
and real time routines, is presented.
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Figure 1: Emulator description.
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Figure2: Stewart platform.
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Figure 3: Force/Torque sensor.
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Abstract

A units’ analysis of A. z, and u in the linear sys-
tem u = Az leads to some generalizations about
the eigenvalues of A and solutions z,. The weighted
generalized-inverse is used to solve a discrete-time con-
trol state tracking problem, i.e. an “optimal” control
u,(ki), ki = ko,....ky — 1, is found given the initial
and final states, z(ko) and z(k;). The conditions that
determine the need for metrics are presented. and the
theory is illustrated by an example.

1 Introduction

It is often necessary in robotics and control applica-
tions to “invert” non-square matrices. One finds in the
robotics literature (with a few recent exceptions) and
the control literature. the use of the Moore-Penrose
{pseudo-) inverse to solve these problems. The ap-
plication of the pseudo-inverse, however. may lead to
solutions which are not invariant to changes in refer-
ence frames and/or changes in units. The weighted
generalized-inverse (2, 4] can be effectively used to
replace the pseudo-inverse by finding an appropriate
metric or metrics.

For the linear vector equation u = Az. the pseudo-
inverse of A is physically inconsistent. in general. if the
Euclidean inner product u@u =u"u (or xSz = z7z)
sum different physical units [4. 6. 10]. In robotics.
4 is often the Jacobian J of the manipulator. z is
the joint velocity vector ¢, and u is the 6-vector |~
composed of the three linear and three angular veloc-
ity components. The pseudo-inverse of J involves a
term J7.J (for J full column rank and manipulators
with less than six joints) or JJ7 (for J full row rank
and redundant manipulators. i.e. with more than six
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joints). These matrix products often generate physi-
cally inconsistent terms that add length squared with
unitless quantities {3. 4. 3]. Furthermore, in manipu-
lators with at least one revolute joint, neither /7™ J nor
JJ7T has physicalily consistent eigenvalues invariant to
rigid-body transformations.

It is also observed that the algorithm used in solving
a particular type of state tracking problem in discrete-
time control, z(k + 1) = A(k)z(k) + B(k)u(k), uses
the pseudo-inverse. Again in this problem, the pseudo-
inverse makes use of the Euclidean norm on two (usu-
ally) non-Euclidean spaces.

Researchers in several robotic applications (see ref-
erences in [10]) and in some control applications. have
solved these problems by using the Moore-Penrose
pseudo-inverse (2]. The invalid use of the pseudo-
inverse is discussed in {10. 3. 4, 5]. These papers also
refute the robotics literature that makes use of the
“eigenvalues” and “eigenvectors’ of matrices whose
eigenvalues do not have pnysically consistent units and
are not invariant to changes in scale or coordinate
transformation.

The weighted generalized-inverse, through the intro-
duction of metrics on the domain and image spaces,
is found to be physically consistent and invariant to
both changes in reference frames and changes in units
(2, 4]. A key objective in (but not limited to) robotics
and controls is to find metrics that are appropriate to
the given application.

Section 2 of this paper discusses the necessary and
sufficient conditions for a matrix to have physically
meaningful eigenvaiues and eigenvectors. The discrete-
time control problem is formulated in Section 3. The
application of weighted generalized-inverses in a state
tracking control problem is given in Section 3.1. This
section also discusses the conditions that determine the
need for each metric. Finally. an example manipulator
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system is analyzed in Section 3.2 to demonstrate con-
ditions necessary for a system to have results invariant
to scale and coordinate transformations.

2 Conditions for Physically
Consistent Eigenvalues and
Eigenvectors

When does a matrix A have physically consistent

eigenvalues and eigenvectors? Let A be an n x n ma-
trix,

A = {ai;} , (1)

and let the domain of A be ™, where A’ is a space
with physical units. The A ™-space can be character-
ized as follows. Let 8 be an n-vector of possibly dis-
tinct physical units

gt fogils oy i bagaa) o (2)

Any ¢ € X" is equivalent to an item-wise multiplica-
tion of 3 and y, y € R", i.e.

z=33y=[ iy 3w T IR
3
so that " — A",
Theorem 1 The equation Ax = Az 1is physi-

cally consistent if and only if unitslaij]units(z;] =
units[A units{zg], for all j and k.

Proof By hypothesis, Z;'=1 ar;T; = Az for all
k. Recognizing that only identical physical units
can be added together, we immediately conclude that
units{a;junitsz; = units{Ajunits(z], for all j and k.

Now, assume units[ag;]units[z;] = units[A]Junits(z]
for all j and k. Clearly, the equation }°7_, axjz; =
Az is physically consistent for all k, i.e. Az = Az is
physically consistent. B

Observe that units[ak;]units[z;] = units[A]units[z]
implies that units{A] = units[a;;], for all . Hence. any
matrix with a physically consistent eigenvalue equa-
tion must have diagonal elements with the same phys-
ical units and all its eigenvalues must have those same
units.
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3 Weighted Generalized-
Inverse in Discrete-Time
Controls

A linear (or linearized) discrete-time control system
can be described at time t; by the state difference
equation

z(k + 1) = A(k)z(k) + B(k)u(k) , (4)
where z(k) is the state vector, z(k) € A", and u(k)
is the input vector, u(k) € U”. If the matrices A(k)
(an n x n matrix) and B(k) (an n x p matrix) are not
functions of k (i.e. they are constant matrices), the
system is time-invariant.
The state solution to (4) for £ > kg — which can be
found by iteration of (4) — is

(k) = o(k,ko)z(ko) =
k-1
> lek, i+ DBGu@],  (5)

J=ko

where o(k, j) is the n x n discrete-time state transition
matrix,

T fori k=700
for k'<j

(6)
and I, is the n x n identity matrix. If the system of
(4) is time-invariant, then

Ak —1) A(k—2)---A(j), fork>j
o(k,j) =
not defined,

Gy b AF-7 | for time-invariant and k£ > j
i ¥ not defined, for k < j :
(M

Equation (5) at time k; > ko can be written as

(k1) = o(k1, ko)z(ko) + P(ko, kv)p , for ki > ko ,

(8)
where p is the (k; — ko)p-vector of inputs,
u(lc1 == 1)
u(ky —2)
b= : , 9
u(ko + 1)
u(ko)
and
Plko, k1) = [B(k1—1),
o(ky, k1 — 1)B(ky —2), olki.ky —2)B(kr = 3),
.- o(ky, ko + 1)B(ko)] , forky > ko . (10)
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where P(ko, k1) 1s a nx (k1 —ko)p matrix. If the system
of (4) is time-invariant, then
A(h—ko—l)B ’

P(ko,ky) = {BABAZB...

for time-invariant systems and k; > ko. (11)

In both the time-varying and the time-invariant
case, P(ko, k1) is know as the controllability matrix of
the system. A digital system is completely state con-
trollable (8] if and only if the rank of P(ko, k) is n, i.e.
the controllability matrix has full row rank. Observe
that P typically does not satisfy Theorem 1. This
has significant implications to the solution of the state
tracking problem.

3.1 Solving for the Input u

To solve for p (with ky > kq), (8) can be rewritten as

z(k1) — otky, ko)xz(ko) = P(ko, k1)p . (i)

or

y=Pu , (13)

where y z(k1)—o(ky1, ko)z(ko) and p % P(ko, ky).
If P is a square matrix with rank n = (Ic1 — ko)p,
then P can be inverted and used to solve (12) for g,

p = P~ ko, k1) [z(k1) — 6(k1, ko)z(ko)] ,
for P(ko, k1) full rank. (14)

If P(kg, k1) does not have full rank, then a pseudo-
inverse of P(kg.k;) might be considered in order to
solve (12) for the inputs p. As in the several instances
in robotics where the pseudo-inverse is inappropriately
employed, the use of the pseudo-inverse in this control
problem may in certain circumstances not result in the
minimum-norm least-squares solution expected.

If P(ko, k1) has full row rank and n < (k; — ko)p,
then the solution to (12) with minimum-norm |u| that
minimizes the least-squares error |y — Pyl is often (in-
appropriately) taken as

p = Plko, k1) [z(k1) — ¢(ky, ko)z(ko)] ,
for P(ko, k1) full row rank. (15)

where P = P7(P P7)~!. When P(ko,k;) does not
have full row rank (rank n). the system is not com-
pletely state controllable and no exact solution can
be found, although the pseudo-inverse for full column
rank Pig Pt =(P™ P)-1p7.

Doty et. al. [4] and Schwartz [10] show that in gen-
eral. the pseudo-inverse does not.apply unless p and
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y have physically consistent Euclidean norms. The
weighted generalized-inverse, however. can be used to
solve this problem with the appropriate use of metrics
on the input and state spaces. :

The weighted generalized-inverse that gives the min-
imum M,-norm, M_-least-squares solution to y = Py
(see [4, 2]) is

P D (16)
ot B 0 it Rl et e (17)
S .| o i (Al e SR ¢

where P = FC is a full-rank factorization, F full col-
umn rank and C full row rank.

There are three special conditions of P that may
occur to simplify the equation for P#:

e If P has full rank. then P# = P~! and no metrics
on either the p or z spaces are needed. Let F' or
C equal the identity matrix to easily verify this
fact.

e If P has full column rank, then P#¥ = F# and no
metric on the p space is needed. Let C equal the
identity matrix to easily verify this fact.

e If P has full row rank, then P# = C# and no
metric on the z space is needed. Let F equal the
identity matrix to easily verify this fact.

3.2 Examples Using the Pseudo- and
Weighted Generalized-Inverses

To clarify the problems with the pseudo-inverse in the
above controls problem, the following examples will
show that the pseudo-inverse is not invariant to ei-
ther scaling or coordinate transformations (on the in-
put space. for this example).

Consider the manipulator system of Figure 1. (In
chapter 6 of Koivo [7], an alternate manipulator is
given that would also demonstrate the concepts of this
section.) Two masses M; and M, are separated by
spring k;. A second spring k; and a damper ¢ connect
My to a revolute joint assumed fixed at some arbitrary
angle for these examples. Mass M; has force f; act-
ing on it. This force is created by torque 7; on the
pulley with radius r. (Assume that the pulleys con-
tribute nothing to the dynamics of the problem we are
discussing other than the creation of the force acting
on M; and that there is no slippage on the pulleys.)
Force f, is acting on mass M»>. The v, w, and z coor-
dinate systems are all shown in the figure. where v is
defined as the displacement of 1/; from the position of
M, when the springs are uncompressed. w is defined
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Figure 1: A manipulator system.

as the displacement of M, from the position of M>
when spring k, is uncompressed, and = is the relative
displacement of M5 from M;, i.e. z = v — w.

The following continuous-time equation models this
mechanical system for z(t) = [v(t), w(t), v(t), w(t)]”
and u(t) = [71(t), f2(t)]", where 7, = —r fi:

z(t) = A z(t) + B ul(t) (19)
where
0 0 il 0
0 0 0 1
A= A Ky 0 0 ) (20)
M, M,
Ky __(katko G wilsB8e
M; M2 M3
and
B Eokblntnng ey 21
] O 0 0 ‘—}— : i
M;

Since this A matrix satisfies the conditions of Theo-
rem 1, the eigenvalues of A are physically meaningful.
It is easily proven that all control state-space formu-
lations have an A matrix with physically consistent
eigenvalues.

Corollary 1 For the linear state differential system
of (19), the matriz A has physically consistent eigen-
values and eigenvectors.

Proof | From the physical consistency of the state
differential equation, units(zx] = units[a;]units(z;] =
units[z]/units(time]. This is identical to Theorem 1 if
units[A] = 1/units[time], which is easily verified with
a units analysis on (19) and Az = Az. B

The continuous-time formulation can be recast as
a discrete-time problem through use of the following
equations [9]:

z(i+1) = Ag z(i) + Bs u(i) (22)
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where the discrete-time state z(i) = [v(d), w(3),
0(2),w(¢)]” and the input u(i) = [r1(2), f2(i)]" repre-
sent the same variables as in the original continuous-
time system. and

Ay =itall (23)
2 \

B o / eA™ dr)B (24)
0

T = ti41 —t;, assumed constant for all i.(25)

The following numeric values were used for this ex-
ample:

b =55 My =1kg, o =105 Poiim
ky =538, M, =2kg, T =0.5s '

(26)
With the above values, the continuous-time system
matrices (A.B) are transformed into the following
discrete-time system matrices (Ag4, Bq):

0.4561 0.5243  0.4042  0.05447
A, | 01260 07284 002723 0.1523
4=1 ~1.885 ‘1749 0.4561  0.2520
0.2445 —0.6251 0.1260 —0.03281
(27)
—0.1127  0.003917
—0.003917  0.02911
Ba=| _g4042 002723 (28)
—0.02723  0.07613

The initial and final states at discrete times 7o and
i1, respectively, are given as
zo=2(ip) = [0.1m, 0.lm, 1.08, 1.02 ]
zp=z(iy) = [00m 00m 202, 202]" .
To obtain a two step control — i.e. a control that takes
two steps to move from the initial state to the final
state — let o = 0 and 7, = 2. Since P(ip, 1) = P(0,2)
is a full rank matrix, (14) is used to determine the
inputs z = [u(1), u(0)],
(1) = —=8.420N-m f2(1) = +21.64N
7(0) = +4.30IN-m f»(0) = —23.64N . (29)
The three step problem employs the same initial and
final states as the two step problem. This time ig =0
and i; = 3. After applying (15) with the pseudo-
inverse P'(iy,i;) = P7(0,3) — since P(0,3) has full
row rank — the three calculated inputs are
n(2) = -2.157N-m  f»(2) = +21.43N
m(l) = —4.884N-m  fo(1) = —11.09N
71(0) = +7.492N-m  f2(0) —8.659N . (30)
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The non-invariance of the pseudo-inverse to scaling
will now be shown using the example problem formu-
lated above. Let S be a diagonal scaling matrix for
the input space of vectors u(z) of the form

de? 10

5= [ e ] (31)
7o

Without changing the validity of the system equa-

tions (either continuous-time or discrete-time), the

scaling matrix may be used as follows:

B RS Siu=(BS ' {(Su) =Bt « (32)

The continuous time matrices, B and u(t), are trans-
formed into the following:

00 =% 0] o
Bl rM, ] u'Y = Ti
03408 O ue: 2 ® [ &

(33)

If the scaling variables are given the values 7, =

IN-m and f, = 1IN, the scaling matrix is the identity

matrix, the units of the inputs torques and forces are

dimensionless, and the results are identical to those of
the previous section.

But now let us make a scaling matrix other than the
identity matrix. Let

IN-m- N-m
10N-dm = " N-dm
fs =1 (34)
where dm is an abbreviation for decimeter (equal to

0.1 meters). These scaling elements change the units
of the inputs. The new B and u(t) matrices are

g et S e !
w=[0 H 3] w0=[f] o
M,

Ta =

where 7{ = 107;.

These scaled equations are solved using the same
initial state and final state used in the previous exam-
ples. When P(%,i;) = P(0,2) is a full rank matrix,
the resulting solution of inputs yu is

71(1) = —84.20N-dm f>(1) = +21.64N
71(0) = +43.0IN-dm f,(0) = —23.64N, (36)
which, as expected, equals the solution of (29).

For the case when P(ig,i;) = P(0,3) is not invert-
ible, but has full row rank, the pseudo-inverse is ap-
plied. The resulting solution of inputs is

m1(2) = =55.02N-dm f»(2) = +21.33N
71(1) = =15.98N-dm f>(1) = —-15.8IN
71(0) = +42.82N-dm  f»(0) = —6.653N . (37)
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These inputs are not equal to the solution of (30) ob-
tained before the problem was scaled. In fact, the
solutions are significantly different.

When P has full rank or full row rank, the solution
p is invariant to both scaling and coordinate transfor-
mations on the states z. This can easily be shown by
rewriting the system equations in terms of the coordi-
nates z and w, for example, instead of v and w.

When P is not invertible but does have full row rank,
the pseudo-inverse solution is not invariant to coordi-
nate transformations on the inputs u. This is easily
seen by recycling the above example which demon-
strated the non-invariance of the input space to scal-
ing. Assume a coordinate transformation on u that
will convert the torque 7 into a force f; = 7 /r, where
r is the radius of the pulley. This coordinate transfor-
mation can be cast into (31) by letting 7, = r and
fs = 1. Therefore. since scaling of u was found to
cause inconsistent results. so too will coordinate trans-
formations on u.

We next present an example which requires the use
of a metric for the state vector. Eliminating either
of the inputs m (or f1) or f, will make B and By
4 x 1 matrices. Since P has full row rank when 4
or more steps are used in the control, no metric on
z is required to give solutions which are invariant to
coordinate transformations and scaling. When P does
not have full row rank (3, 2, or 1 step control), a metric
on z is required. If no metric is explicitly used, one
implicitly assumes an identity scaling matrix (for M.)
which does not give solutions invariant to coordinate
transformations or scaling [4].

The generalized-inverse for the 3 step control prob-
lem gives results invariant to coordinate transforma-
tions on the state vector z, whereas the pseudo-
inverse solutions are not invariant to these transfor-
mations. The two coordinates systems defined by
z = [v,w,v,w]” and z' = [z,w, z,w]" will be used
to illustrate this point. The generalized-inverse solu-
tion P#y with state variable z will use the metric M,
to minimize the instantaneous energy E of the system.
where £ = "M,z and

S G
RN e A8 ) ol
Me:i= 1l g ik PRg (38)
0 0 oot My

so that |y — PP#y| is minimized. The metric for the
system with state variable z’ is
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ky O 0 0

L A sk ([ et 7 (] 0

B R e
0 0 My M+ M,

(39)
where T is the coordinate transformation matrix de-
finedibyi 2= T'z,

jiod alpiagr e
W SRR

gy only o0 pA0LY (40)
3 o i 3

Consider the system of Figure 1 with only the sin-
glesinput, fon 2 edlimin — i = 005 SincewRivhasufull
column rank in the 3 step control, P#¥ = F# and
(17) is the generalized-inverse of P. For the coor-
dinates systems defined by state vectors z and z’.
the 3 step control calculated with the generalized-
inverse are equal: p, = pj = [17.78,0.7317,0.7846]"N.
whereas for the pseudo-inverse the solutions are com-
pletely different: p, = [28.46,33.09,—-31.28]"N and
By = [16.67.12.25, —2.672]"N!

4 Conclusions

It has been shown that the Euclidean norm is inad-
vertently applied to systems in both robotics and con-
trols through the use of the pseudo-inverse. The nec-
essary and sufficient conditions for a matrix to have
physically consistent eigenvalues and eigenvectors is
given. While the A matrix in the linear state difference
(or differential) equation satisfies these conditions, the
state transition matrix P does not, in general.

To illustrate the 1ssues involved, a particular
discrete-time control state tracking problem is formu-
lated using the weighted generalized-inverse, instead of
the pseudo-inverse, since the latter may lead to non-
invariant results to both scaling and coordinate frame
transformations while the former does not. The con-
ditions that determine the need for each of the two
metrics of the weighted generalized-inverse are given.
A stylized manipulator system is analyzed and sev-
eral examples are given that show the conditions in
which the pseudo-inverse solutions are not invariant
to scaling or coordinate transformations, whereas the
generalized-inverse 1s invariant to both.
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ABSTRACT

The selection of manufacturing tolerances
for serial manipulators. described by links and
joints, is determined by cost constraint and
required accuracy. These tolerances directly
effect the accuracy of the mechanism and the
manufacturing cost of the its elements. Once
both the accuracy and the cost are expressed as
function of these tolerances, a dual problem
namely: 1) For a given cost find a set of
tolerances which will optimize the mechanism
accuracy; and 2) For a required accuracy find a
set of tolerances which will minimize the cost,
can be solved. This paper presents a
methodology by which these two problems are
formulated and solved.

I. INTRODUCTION

Serial manipulators can be considered as an
open-chain mechanisms which are constructed
by consecutive links connected by rotational or
prismatic joints, each has one degree of
freedom. The end point pose (pose is referred
to as position and orientation) of such a
mechanism can be specified either in task space
or in joint space [l]. There is a direct
conversion between the two descriptions given
by the a kinematic model which is used to drive
the manipuiator in joint space to achieve a
required pose in the task space. Pose error,
defined as the difference between the required
and the actual pose of the mechanism end point
in task space. are caused by geometric and
nongeometric errors. Geometric errors arise due
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to dimensional imperfection of the mechanism
caused by the assembly and the manufacturing
process of its elements. These imperfections
manifest themselves as deviations between the
theoretical (nominal) model and the unknown
model describing the actual mechanism. Since
the nominal model is used to drive the
mechanism, pose error is produced.

There are two ways to reduce the pose error
due to geometric errors: 1) Calibration - which
refers to a process in which the kinematic
parameters of the model used to drive the
mechanism is modified to better match the
model of the actual mechanism [3,7] ; and 2)
Construct/fabricate the mechanism to closely
match its nominal kinematic model by
specifying very tight manufacturing tolerances.
From a design point of view, the calibration
process has the drawback that it fails to indicate
the actual sources of errors, and as a result, the
designer is deprived of the necessary feedback
to improve future designs.

The design of a mechanism is based on a set
of specifications such as workspace, payload,
velocity, acceleration, accuracy and cost. The
workspace and the payload requirements
determine the size and the nominal dimensions
of the mechanism elements, its kinematic
configuration and the size of its drives. All
these factors effect the cost of the mechanism,
however, if accuracy is a major design
parameter the cost will be substantially
influenced by the specified manufacturing
tolerances. On one hand tight tolerances will
increase production costs, and on the other
hand loose ‘tolerances will increase the
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mechanism pose error.

The effect of manufacturing tolerances on
the mechanism’s pose error was investigated by
few researchers. In [13] the pose error of planar
mechanisms was considered and in [15] a
particular distribution of the tolerances was
assumed for the same purpose. In [I12] an
analytical model, based on dual screw
transformation matrix method, was used for
error analysis of three dimensional spatial
mechanisms due to manufacturing tolerances.
The model was used to describe the tolerances
of links as well as the clearance at the joints
and in turn provides estimation for the
maximum pose error. However, it fails to
provide estimation of the error due to a
particular tolerance and indication for the cost
associated with accuracy improvement.

This paper presents a procedure by which
the effects of manufacturing tolerances on the
mechanism pose error and its cost can be
determined and evaluated. It can help the
designer to specify the required tolerances by
providing a solution for the following dual
optimization problem: 1) For a given cost find a
set of tolerances which will minimize the
mechanism pose error; or 2) For a given pose
error value find a set of tolerances which will
minimize the cost.

The proposed procedure follows these steps:
I.The mechanism is described as an assembly

sequence of ’'Standard Elements’ which
include links and rotary/prismatic joints.
2.The nominal dimensions as well as the

manufacturing tolerances of each individual

element is specified by the designer.

3.Based on the nominal dimensions and the
tolerances, a kinematic model is automatically
determined for each element.

4. These models are automatically ’assembled’
according to the specified mechanism
configuration to obtain a kinematic model for
the whole mechanism.

5.Using the mechanism model the norm of the
pose error is calculated.

6.Base on the specified tolerances and the
nominal dimensions of each element the
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manufacturing cost of the mechanism is

calculated.

7.At this point both the cost and the pose error
are available and the dual optimizing
mentioned above is solved.

II. KINEMATIC MODELING

Standard Elements and Basic Elements

Open-chain mechanisms are constructed by
consecutive links connected to each other by
rotational or prismatic one degree of freedom
joints. These elements are defined as Standard
Elements (SE). A Standard Element might be
constructed by Basic Elements (BE) that are
mechanical structure of simpler form.

Modeling of links:

The tolerances specified for a link are
length and straightness as shown in figure 1.
Fon#'ag * Jinko! et lengthys (1 the nominal
transformation between frame {1} and frame {2}
is given by:

(1)

oo T R o

1410 /L
e 0
0" 20 0
R, 1

Due to the length tolerance the value of the
link length L changes to L+JL, where JL varies
between upper and lower limits. JL causes a
deviation in the position of frame (2} from the
ideal position. This deviation is expressed as an
error matrix as follows:

jnoBgidesEL

g by g 1y
7;‘—0010 2)
0 0 Bosdd

The straightness tolerance, specified in XY
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and XZ planes, causes position and orientation
deviations of frame ({2} from the ideal one.
When straightness tolerance is specified in XZ
plane it results in a differential rotation about
Y axis and translation along the Z axis. These
changes are expressed as error matrix given by:

b 9@ lfhon0

ol o g
T80 1 & i
Of visia 0ol

where of is given by:
. L.

o
where UL and LL are upper and lower limits
for straightness in XZ plane.

Similarly, for straightness specified in XY
plane, the rotation is about the Z axis and
translation along Y axis. The error matrix due
to this tolerance is given by:

Do BBALH01L. 0
e oy Gl !
o N M ©)
i focdion B Fil

where 0y is defined the same way as 8

If the effect of other tolerances are
neglected the total error matrix for the link due
to manufacturing tolerances can be expressed as:

L =L.L,Z, (6)

el “e2

and the new transformation from frame (I} to
frame {2} is given by :

1§ imhad; (7)

Modeling of a Revolute Joint with Rotational
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Axis Perpendicular to its Central Axis:

A revolute joint is constructed by two Basic
Elements, shown in figure 2, each is analyzed
independently. Three different types of
manufacturing tolerances are considered for
each Basic Element: 1) Flatness of the attaching
faces; 2) Straightness of the central axis.; and 3)
Perpendicularity of the rotational axis to the
central axis. The flatness of attachment surface
mainly changes the orientation of the YZ plane,
as shown in figure 3, that might rotate about Y
axis and/or about Z axis. Considering planar
rotations and small angle approximations, two
error matrices, T,; and T, are resulted:

RS g

e AL Jisen
daas

o R G

By s gl

X ¥ (8)

1:, g 4053 40

1o} B JE)
T 3

Q. Wil 0.0

0 560, @iy

where the angle 83 and &y are as shown in
figure 3.

The straightness specification is similar to
the one explained in the above section and
produces error matrices T.; and T..  The
tolerances specified for perpendicularity affect
the orientation of the center frame as shown in
figure 4. The differential rotations about Z
axis and X axis result in error matrices T s and
T.. The total transformation matrix for the
first Basic Element from frame {1} to the center
of the joint can be expressed as:

T =7;1];27;c];37;4];5];6 %)

pl
where the transformation matrix 7. describes
the ideal relation between frame {1} and the

frame at the center of the joint.
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A similar procedure is adopted in defining
the transformation matrix for the second Basic
Element of the revolute joint. However, in this
case the transformation matrix T, is obtained
starting from the center of the joint and
moving towards frame (2} as follows:

o

P2 L by P ey ek P (10)
where the transformation matrix 7T, describes
the ideal relation between the center frame of
the joint and frame (1).

The toral transformation matrix for the joint
is defined by combining Tpl and sz as follows:

I, =T Rk, 6T, (11)

where R(k,0) is a rotation matrix about k axis
(YROESZ)"

Modeling of a Revolute Joint with Rotational
Axis Aligned with its Central Axis:

The attachment surface is in YZ plane as
shown in figure 5. There are two types of
planar  errors produced’ = due ‘to'' . this
manufacturing tolerance. The error matrix T
i1s due to the differential rotation about Y axis
and T, is due to the small angle rotation about
the Z axis and are given by Egs. (3) and (5).

Any deviations from the perpendicularity to
the YZ plane will result in differential rotations
about Y and Z axes expressed by error matrices
T.; and T, The straightness of the outer
column in XZ plane will produce differential
rotation about Y axis and translation along Z
axis leading to an error matrix, T.5. A similar
analysis is performed for straightness in XY
plane resulting in rotation about Z axis and
translation along Y axis. The error matrix is
represented by T .

The total transformation matrix for the joint

is defined by:

7;: =R(x’a)T(LaO’O)Y;17127;37;4];57;6 ! {12
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Rotation matrix about the
central axis of the joint.
T(L,0,0) - Translation matrix along the
central axis of the joint.

where: R(x,a) -

Modeling of a Prismatic Joint:

A prismatic joint, constructed by two Basic
Elements, provides translatory motion along its
principle axes, as shown in figure 6. The
errors, produced due to the manufacturing
tolerances are mainly functions of the geometry
of the fixed member. The important
manufacturing tolerances that are considered for
the fixed member are: 1) Straightness of the
central axis; 2) Flatness of the attachment face;
and 3) Perpendicularity of the central axis to
the attachment face.

The joint error analysis is conducted by
assigning frame {1} to the fixed member and
frame (2} to the moving member. Under ideal
conditions the transformation between the
frames is give by Eq. (1) where L is the
translation of the frame (2) relative to frame
{1}. The analysis for the fixed member of the
prismatic joint is similar to the analysis for a
link but the errors are functions of L. As a
result the differential translations 3y and 3z are
expressed by:

& =koT
& =kop

The differential rotations 3" and &B are
calculated as discussed earlier in section 3.5.1
and the corresponding error matrices are
expressed as:

10,421 0
B gy i
T, 5 3
-8 0 1 6&:(k)
T MY T S
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The tolerances specified on the attachment
face will affect the orientation of the frame {1}
which in turn changes the position of frame {2}.
These changes are expressed as error matrices
T.yand T,

Any deviations from the perpendicularity of
the central axis result in position errors at
frame {(2}. These deviations are with respect to
the Z and/or Y axis and are expressed as error
matrices 7,5 and T .

The total transformation from frame (1} to
frame {2) is given by:

by SN E T T T, (15)

where the transformation matrix T, describes
the ideal relation between frames {1} and {2}.

Modeling of Assembly Errors:

The mechanism assembly is the process of
joining the standard elements in a sequential
order to achieve the required configuration. In
order to assemble SE; to SE;; its assembly
location, location of frame {1); with respect to
frame {2}, ;, is used. This process is achieved
by adopting the following steps:

l.Allocate a global frame {g} which defaults to
frame {1} of the first SE.
2.Allocate frames to each SE.
3.Identify the sequence in which the SEs are to
be assembled starting at the first SE.
4.This is the assembly process which involves
three stages:
a. Defining the location of SE to be
assembled with respect to previous frame.
b. Incorporating interface error between
previous SE and SE to be assembled.
c. Defining new position and orientation with
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respect to global frame by incorporating
the new SE.

The assembly process includes both ideal
transformation and the relevant errors.

As an example the assembly of the first two
elements is performed as follows:

1.Add a revolute joint SE;. Since it is the first
SE there is no interface error and frame {1} is
referred as global frame. By adding
appropriate errors we have:

TGl = R(X.a) T(LI,O,O) Tel TCZ Te3 TC4 TCS TCé

where T5; is the new position and orientation
matrix.

2.Add SE, which is a link element of length L,.
The position and orientation of link is
referred with respect to T, which is frame 2
of the previous SE. The new position and
orientation matrix is given by

Tga = TG Tinterface 1212 an
where: 72, - Transformation matrix from
frame | to frame 2 for SE, .
TG, - The new position and

orientation matrix.

III. POSE ERROR, COST FUNCTIONS AND
OPTIMIZATION

Pose Error Norm

The transformation matrix T defines the
position and the orientation of the end point
with respect to the global frame. Under ideal
conditions the position of the end point is
defined by the vector P, but under realistic
conditions the position of the end point is
defined by the vector Q. The pose error vector
R=P-Q"’ s “" attributed ' "“to" ““'the" .errors " " in
manufacturing process of the mechanism.
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In general R is a 6x1 vector which contains
the position and orientation errors of the pose.
In this study only the position errors are
considered and therefore the norm of R define
the radius of a sphere within which the end
effector is expected to be. In literature, the
probability distribution of the shape of the
error volume is arguable as spheroid. However,
in the present work it is assumed as a sphere
and its radius, R, is given by:

(R =(x -x,) Hr -1,)* Hz-z,)"  1®

where X.Y,Z and XY, Z, are expressions for
the mechanism end point position including and
excluding the manufacturing errors respectively.

The expression for R is a function of the
elements’ nominal dimensions, Di’ joint angles,
®; , and the manufacturing tolerances 3.

R =R(D.,®,6) (19)

Once the expression for R is obtained,
variety of analyses can be conducted: 1)
Evaluation of R by substituting the relevant
values for D;, @, and §; 2) Evaluation the
tolerances specified for a certain SE on R by
idealizing the other SEs of the mechanism.
Thus, allows the designer to identify the critical
SE in the mechanism; 3) Evaluating the effect
of a single tolerance on R by varying its value a
certain range; and 4) Evaluation of the effect of
the nominal dimension on R.

Cost Function Formulation

Tolerances are functions of part size and
limitations on the manufacturing process used
to produce the part and have direct relationship
with surface roughness produced by the process.
Therefore to maintain a particular tolerance for
the given part size it is necessary to select a
particular manufacturing process which in turn
effects its manufacturing costs as shown in
figure ;i 7, In general manufacturing cost
increases exponentially for tighter tolerances.
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The manufacturing cost of each element is
proportional to its size and a penalty factor
which depends on its tolerances. From figure 7
the penalty factor can be approximated by:

C, =20¢°% (20)
where: C,; - Cost of the ih tolerance.
t - Tolerance variable.

As a result, the manufacturing cost, CsEg;
, of the ith SE can be expressed as:

CSE, =KD,.(C” +Ct2 +“an) (21)
where: D; - Nominal dimension of the "
element.

K - Cost constant

The total manufacturing cost of the
assembly, C, will be the sum of the
manufacturing cost of its elements.

Optimization criterions

Once the mechanism accuracy, R, and it
cost, C, were defined, the dual optimization
problems can be formulated. Both are solved
using constrained optimization techniques in
which an objective function is being minimized.
Here, the quasi-Newton technique is adopted
and IMSL subroutines are used.

Maximizing Accuracy under Cost Constraint

In this formulation the objective is to find a
set of tolerances that will produce the best
possible accuracy for a given cost. The
objective function is formulated as:

B sRHC C [P (22)

where: /- Objective function.

(9 - Computed cost.
C. - Cost constraint
R - Computed error volume radius.
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2 - Penalty factor.

Minimizing Manufacturing Cost under
Accuracy Constraint

In the dual problem the objective is to find
a set of tolerances which will produce a
specified error volume radius at minimum cost.
For this case, the objective function is defined

as:

[. =C +{R =Hu (23)
where: /- - New objective function.
R _ Computed error voiume radius.
R- _ Constrained error volume radius.
@ - Computed manufacturing cost.
/e - Penalty factor.

The penalty factor is selected based on the
problem requirement. The main criterion in the
selection of penalty constant is to keep the
solution of the objective function within the
feasible solution zone. It also maintains a
minimum difference between computed value
and specified value of the constraint.

VI. SOFTWARE DESCRIPTION

A user friendly program that assist the
designer in using the above methodology was
developed. The program is grouped into three
modules: 1) Mechanism configuration setup; 2)
Symbolic computationi® oft ' R: “and 2
Optimization and Analysis. These modules are
developed to perform a set of tasks and can be
executed independently. However, to generate
the optimization function the modules need to
be executed in a sequence.

Module 1: Mechanism configuration setup.

This module, which interfaces with a library
ahigSEsy allows the designer to select the
required SEs and construct the required
mechanism interactively. Once the designer
selects a particular SE the corresponding
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nominal and error transformation matrices are
automatically incorporated in its model. An
optional choice is provided during this process
where ideal SE can be selected. The nominal
dimensions and the manufacturing tolerances at
this point are expressed in symbolic form.

Module 2: Symbolic manipulation

This module accepts the configuration
determined in the module | and generates
expressions for the actual and the nominal end
point pose and for R. The syvmbolic language
processor, "REDUCE", is used to generate these
expressions. The final equation for R is
expressed in symbolic form and thus:
1.Allows the user to perform sensitivity analysis
since all dimensions and tolerances are
expressed as variables.

2.Allows the user to evaluate cost by assigning a
coat value to each tolerance.

3.Time consuming numerical computation is
done at the final stage.

Module 3: Optimization and Analysis

This module is mainly devoted for
simulation work. The structure of module 3 is
problem oriented, and it is left to the user’s
discretion to modify the program according to
his needs. The output from module 2 provides
the designer with an expression tfor R which is
a function of the nominal dimensions, joint
angles and the manufacturing tolerances. As a
first step the user has to fix the mechanism’s
nominal dimensions. Then, considering the its
workspace or task space the designer can fix the
and the joint angles. At this point R is
function only of the manufacturing tolerances
and accuracy sensitivity analysis can be
performed. In addition, the user can assign cost
to each tolerance and therefore cost sensitivity
analysis can be performed. Since cost and
accuracy are defined, the dual optimization
problem can be solve by defining the objective
functions. All these features are controiled by
the user.
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V. EXAMPLES

Few open chain manipulators were
investigated using the above program in order
to demonstrate the capability of the proposed
methodology.

Case study 1: A four SE manipulator, as
shown in figure 8, in which SE; and SE,
assumed to be ideal was constructed. The
expressions for R and C contains eleven
tolerances variables. To optimize the objective
functions it is necessary to provide the initial
guess values and limits for all variable. Since
the objective functions are nonlinear it is
advisable to perform a preliminary study in
which C and R are calculated for a wide range
tolerance limits in order to determine initial
guess that has to be within a feasible region of
the solution.

In the preliminary analysis R and C were
computed under the assumption the tolerances
of all variables are equal and vary between 0.1
to 0.0005. The results, shown in figure 9, helps
the user in selecting the initial guess values of
the tolerances for the optimization. For
example, for cost optimization under a error
constraint of 0.5 the initial guess of the
tolerances is approximately 0.005. For error
optimization under cost constraint of 13500.
achievable value of R is 0.5 which dictates
tolerances in the order of 0.05. The results of
the both optimization problems are shown in
figure 10 where Cgyimym i plotted versus

R optimum: As expected, the cost increases
exponentially with the demand for higher
accuracy.

Case study 2: In this «case the same

manipulator as in the previous case is
considered but SE, and SE, are assumed ideal.
The results of this optimization is presented
in figure 11. As expected, in comparison to the
previous example, the results indicate that
higher accuracy can be reached for less cost this
is due elimination of error magnification caused

Sixth Annual Conference on Recent Advances in Robotics
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by 'boom effect’ of SE, and SE,.

Case study 3: In this case a manipulator, shown
in figure 12, in which SE; and SE, (ideal) are
rotational and SE,; is a prismatic joints, is
considered. In the optimization process twelve
tolerance variables, varied from 0.1 to 0.001,
were evaluated and the results are given in
Table . 1. As shown, for low accuracy
requirement only few tolerances were changed
and most remained at their maximum value of
0.1. As higher accuracy is imposed, tighter
tolerances are specified and the corresponding
cost increases.

VI. CONCLUSIONS

In the present research work an evaluation

tool has been developed by which the
interrelation  between  the manufacturing
tolerances, mechanism accuracy and

manufacturing cost can be investigated. A new
kinematic error model for open-chain
mechanisms which incorporates manufacturing
tolerances has been developed. The software
package developed is user friendly and allows
the user to configure the mechanism
interactively and optimize its design for cost
and accuracy.
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R C X] X7 X-g X4 X< XG X‘1 XR XQ X1 n X-] 1 X, 9
8.0 11000 | 0.100 | 0.100 | 0.100 | 0.081 | 0.08 | 0.098 | 0.100 | 0097 | 0.100 | 0.094 | 0.100 | 0.100
5.0 12690 | 0.045 | 0051 | 0.044 | 0053 | 0052 | 0.054 | 0051 | 0.057 | 0100 | 0.100 | 0.100 | 0.100
4.0 13360 | 0.043 | 0.048 | 0041 | 0051 | 0050 | 0.053 | 0049 | 0.054 | 0.049 | 0.054 | 0.100 | 0.100
2.5 15919 | 0.028 | 0031 | 0028 | 0031 | 0034 | 0030 | 0032 | 0031 | 0031 | 0.031 | 0.050 | 0.050
2.0 16983 | 0.023 | 0.026 | 0021 | 0025 | 0023 | 0025 | 0024 | 0027 | 0024 | 0028 | 0.050 | 0.050
1.0 | 20881 | 0.010 | 0013 | 0010 | 0013 | 0013 | 0013 | 0013 | 0013 | 0.013 | 0.019 | 0.050 | 0.050
0.65 | 26137 | 0.007 | 0.008 | 0.008 | 0008 | 0008 | 0.008 | 0.008 | 0.008 | 0.008 | 0.008 | 0.008 | 0.008
0.2 19199 | 0.003 | 0.002 | 0003 | 0003 | 0003 | 0.003 | 0.002 | 0002 | 0.002 | 0.002 | 0.003 | 0.003
0.06 | 52890 | 0.001 | 0001 | 0001 | 0001 | 0001 | 0.001 | 0001 | 0.001 | 0001 | 0001 | 0.001 | 0.001

Table 1: Optimization results for case study 3.
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Impiemetation Issues on Simultaneous Calibration of
a Robot and a Hand-Mounted Camera

Hanqi Zhuang, Luke Wang and Zvi S. Roth
Robotics Center and Department of Electrical Engineering

Florida Atlantic University, Boca Raton,

Abstract

In this paper, a method is presented for
simultaneous calibration of a robot and a hand-
mounted monocular camera. Unlike conventional
approaches based on first calibrating the camera
and then calibrating the robot, the algorithm solves

for the kinematic parameters of the robot and
camera in one stage, thus eliminating error
propagation and improving noise sensitivities.

Only two extra parameters are added to the robot
calibration model to represent the camera geometry.
With this addition, different levels of calibration
can be acomplished under a unified framework. An
error model relating image measurement residuals
to kinematic parameter deviations is derived.  This
error model builds upon xisting robot accuracy
error models.

Important features of the proposed approach is
that only one object point is needed to calibrate the
robot-camera system, which facilitates autonomous
implementation of the calibration scheme, and the
~inclusion of radial distortion coefficient in the
system model.

1 Introduction

Visual sensing is an important aspect of an
intelligent robotic system. A popular system
configuration, which has been widely used in
various robotic applications, is to mount a camera
on the hand of a robot manipulator.

In order to accurately measure the position
and orientation of an object in a reference (“world™)

coordinate system by the robot-camera system,
various components in the system have to be
calibrated. This includes the determination of the

pose (that is, the relative position and orientation)
of the robot base with respect to the robot world,
the robot hand with respect to the robot base, the
camera with respect to the robot hand, and the
object with respect to the camera. These four tasks
are respectively knmown as robot base calibration,

robot manipulator calibration (in short robot
calibration), hand/eye calibration and camera
calibration. Robot base calibration can sometimes

be considered as a sub-task of robot calibration.
Readers are referred to Figure 1 for the illustration
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of the various coordinate systems used in this
paper.
Camera system
Hand system
World
system
Base system
Figure 1 A Robotic System and Its Coordinate

System Assignment

There has been an extensive research aimed at
solving each of the above tasks. Conventionally,
each of these tasks is handled individually. One
may start by calibrating the camera to determine
the relative pose between the object and the camera,
follow by calibrating the hand/camera to determine
the pose between the robot hand and the camera,
and then use the camera and hand/eye models to
calibrate the robot to determine the pose of the
robot hand in the robot world coordinate system.
After all system compo- nents are individually
calibrated, the pose of an object in the robot world
system can be determined.

Such a multistage approach has two main
advantages. First, since system calibration is
performed by calibrating its components Or
subsystems separately, each component calibration
task is relatively simple. Second, if some of the
system components have changed their location or
parameters, calibration needs only to be repeated
for these system components. For example, if the
camera changed its focal length, only the camera
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needs to be recalibrated.

The multi-stage approach, however, has some
drawbacks. The first problem is that parameter
estimation errors in early stages propagate to the
later ones. The second problem is the validity of
the hand/eye calibration stage. More specifically,
it is commonly assumed in most hand/eye
calibration problems solved in the literature that
the relative motions of the robot and the sensor are
accurately known. While the relative motion of the
sensor is measured by an external device, the
relative motion of the robot is computed by the use
of the robot link parameters combined with the

robot joint position readings. Prior to robot
calibration, an assumption of a known robot
geometry is only a gross approximation.

An early experimental study of robot

calibration using stereo cameras rigidly mounted to
the robot hand is [1]. In Pi21;%the“concent..of
autonomous calibration was defined as an automated

process that determines the system model
parameters using only the system’s internal
sensors. A simultaneous calibration strategy was

proposed for both the robot and stereo cameras
using a unified mathematical model for the entire
system.

In this paper, a method is proposed for the
simultaneous calibration of a robot and a monocular
robot hand.

camera rigidly mounted to the

Propagation errors existing in the two-stage
approach are naturally eliminated. Unlike the
technique presented in [2], which used two

instrumented movable cameras, the new method
employs a single passive camera. By using a single
camera, the field of view of the camera is larger
than that of using stereo cameras, and consequently
the measurable workspace of the robot manipulator
is relatively larger. An additional feature of the
new method is the inclusion of a radial camera lens
distortion parameter, which is the dominant factor
in lens distortion.

2 Kinematic Model and Cost Function

The basic geometry of the system is shown in
Fig. 1. (x,, y,.z,] denotes the world coordinate

system, which is normally at a convenient location
outside the robot and camera. (x,,y,, z,} denotes

the base coordinate system of the robot, physically
located at the base of the robot. (x, y, z} denotes
the camera coordinate system, whose origin is at the
optical center point O, and whose z axis coincides
with the optical axis. (X, Y} denotes the image
coordinate system (not shown in Fig. 1) centered at
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O, (the intersection of the optical axis z and the

image plane). (X, Y) lies on a plane parallel to the
x and y axes.

Let the 4x4 homogeneous transformation T,

relating the end-effector pose to the world
coordinates be T, =A A ; ... A, 1A, where A,
is the 4x4 homogeneous transformation from the
world coordinate system to the base coordinate
system of the robot, A; is the transformation from
the (i-1)th to the ith link coordinate systems of the
robot, and A , is the transformation from the nth
link coordinate system of the robot to the camera

coordinate system.
A ;can be represented in terms of any proper

Let p=(p; pp ...
pp]Tbe the kinematic parameter vector consisting of

all link parameters of the robot, where p is the
number of independent kinematic parameters in the
robot. T, is then a matrix function of p.

kinematic modeling convention..

For convenience, let

T. E[ R . ] (2.1)
01x3 1
where
e
Rim | re, ‘rs "\ris
5z, rsg reo
and ¢t = [t, ¢, ¢, . Clearly, r; fori=1,2 .. 9 and

t; for i = x, y, z are all functions of the robot

kinematic parameter vector p.
The camera-robot model, relating the world

coordinate ; system . {x. . Y 2] to the image

coordinate system (X, Y}, is [3]

X1+ a(X? + Y2))=s, fILEw ¥ DY wHIsZn t & (3 2g)
r7xw + rgyw"’ r9Zw + Iz
Y(l 5 a(st + Yz) )= sy f reyw + rsyw+ rézw + ly (2.2b)

r7Xw + rgywt roZyw + I

where fis the focal length of the camera, s, and s,
are the camera scale factors, s =s5,/5,, and ais the

radial lens distortion coefficient. If s  and s,

together with f are treated as unknowns, one should
bear in mind that these parameters are not
independent. Thus at most two parameters from the
set kS, 5 sy,f} need to be identified. Define

fx= fs; (2.3a)
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fy=fs, (2.3b)
fy=sX%+Y? (2.3¢c)
(2.2) is then rewritten as
X(l + afxy)=fx T Xw+ NYwtrr3Zw+ kx (2.43)
r7xw + rsyw+ r9Zw + tz
Y(l +afxy)=fy rdyw + rsyw+ré6zZw + ly (2.4b)

r7Xw + 18y wtr9Zw + &y

As seen in (2.1) and (2.4), the extrinsic
parameters of the camera are all absorbed into the
pose of the robot.

The problem of simultaneous calibration of
robot and camera can be stated as follows: Given a
number of calibration points whose world
coordinates are known and whose image coordinates
are measured, estimate the robot kinematic
parameter vector p and the camera parameters f,,

1% and ‘o

In order to apply optimization techniques to
solve the calibration problem, a cost function needs
to be constructed.

Define a 16x1 vector ¢ in the following
manner:
o ffyr@) = lfery fyry ry ary fory fyrs rg
arg fxrj' fyr6 ro ary fxtx fyty L w:]r
(2:5a)
and a 2x16 matrix C as follows:
c=| ** 0 - xuX - fisxwX Yw 0 - WX - friyywX
Lo xwidSix gl o a¥Rin0n M Loy - fyywl
Zw 0 TRiggX - AEXC1IRX S X

0 zw -zWY - friyzwY 01 - Y - fayY
(2:5b)

(2.4) can then be rewritten in the following form

CHP.fr)=0 (2.6)

Note that the dependence of ¢ on fy is omitted as fy
can be recovered from f, using (2.3c).

In (2.6), C is a known coefficient matrix,
assuming that the scale factor s is determined in
advance. Readers are referred to [4] for methods of
determining the scale factor. ¢ is a vector function
of the unknown parameter vector. According to
(2.4), one calibration point can only provide two
scalar equations. To estimate all unknown
parameters, a sufficient number of calibration
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points have to be used. Let C, whose structure is

given in (2.5b), denote the computed coefficient
matrix using the ith calibration point. Let m be the
number of points used for parameter estimation.
The problem is then reduced to determining p, f, a

that minimize the cost function E in a least squares
sense, where

m
E=Y [Go(pfe ) [[CHpSx)]
i=1
An iterative procedure is needed to obtain the
optimal solution. = The Gauss-Newton method for
solving non-linear least square problems has the
advantage of fast convergence in the neighborhood
of a solution. A modification of this algorithm is
the more robust Levenberg-Marquardt [5] algorithm.
To properly apply the Gauss-Newton algorithm to
the problem at hand, the following issues have to be
addressed:

2.7)

1. Choice of an initial condition
2. The structure of the Jacobian matrix.

A practical assumption is that p% f.9 and o,

the nominal values of p, f, and « are known. In the

case of robot-camera calibration, the nominal robot .

kinematic parameter vector p’ is usually provided
from the design drawings of the robot, except for
those parameters associated with A ,and A4 ,, which

are application dependent and can be roughly
determined by proper gauging devices. The initial
values of the scale factors s, and 5, can be set by

the camera specifications. The nominal value of the
distortion coefficient « is set to zero. The nominal
value of the focal length may be read from the lens.
Jacobian

3 The Identification

The Identification Jacobian is a Jacobian
matrix relating measurement residuals to
parameter errors dp, df, and da. It will be shown

that the original robot identification Jacobian,
derived by many robot researchers (for instance,
refer to [6,7], will be used as one of the building
blocks of the robot/camera Identification Jacobian.

Prior to the derivation of the Identification
Jacobian, let us introduce a more compact notation.
A function vec(X) will denote a vector valued
function of a matrix X, resulting from stacking the
matrix columns one on top of the other, first column
on top, second column right under and so on. The
notation (X);; is used to represent the first i rows

and j columns of a matrix X. Thus, ¢ in (2.53) can
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be compactly rewritten as

¢ =vec(FT,) (3.1)
where
fz0 0 G0
FaliD L ropd (3.2)
024405 dnstD
g 0 %0

Assume initially that the nominal vector ¢/
deviates from ¢+ the optimal solution by a small
amount. Thus,

pr=¢? +do (323)

where d¢ is a differential change of ¢. To simplify
the notation, from now on, the superscript 0 may be
omitted if no confusion arises. By (3.2),

d¢ = vec(dF T, + FdT,)

=vec(dF T,) + vec(F dT ) (3.4)
Define the vectors
Jomir, 0. O 0 e 0 0.1y

0 08250 OO 07 (3.5a)
SOWHOPEr PRI 0 T 0T

P 0T (3:5b)
S = 0RO 00 o O (00 ir ol )

00 o . 0nit T (3.5¢)

By simple algebraic manipulations, the first term
in the right hand side of (3.4), representing the
contribution to the error model by the camera
intrinsic error parameters, can then be written as

vecdF T,) = (J, +sJ,)df, + ] da (3.6)

More manipulations need to be performed to
expand the second term in the right hand side of
(3.4), representing the contribution to the error
model by the robot kinematic error parameters. A
main objective is to allow robot calibration
researchers and practitioners to retain the original
robot error models, and hence a large portion of the
kinematic identification software. Define

A=T, ldT,. (3.7

4, a 4x4 matrix, has the following structure,
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A={ RBoznd } (3.8)

0123 0

are

where & =[5, &, 8 and d =(d,. d,d,F

respectively the 3x1 rotational and positional error
vectors of T,, and £X§) is a skew-symetric matrix,

" Y S
9= .5 0 &
& -6 0

Two steps are now needed to relate vec(FdT,)

to the robot kinematic parameter error vector dp.
First, vec(F dT,) is related to the pose error vector

@7, sT\T by a linear transformation. vec(FdT,) is

then related to dp by using an additional linear
transformation relating dp to [dT, &TIT.

By 3.7),
FdT, =FTA. (3.9)
F is now decomposed into
F =GH
where
(1 0°00:10
G=| 0 1 00 (3.10a)
Qni@rsl 0
LI QR0 S50
AR T
Hwl!0 . Js. 0 0 (3.10b)
L8 N o iy [l 0
W Omessag) N RGO
Then from (3.9),
vec(FdT,) =vec(FTA) =vec(GHTA). (3.11a)

A crucial step in the derivation of. the
robot/camera error model is to invoke the
Kronecker product of matrices. That is,

v ed H33RAD )
veGHTA)=(I3::®G veclHT4)=(I® G
H3:3Rd

0

(3:1db)

where ® denotes a Kronecker product of two

matrices [8].
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In the error-model based robot calibration
literature, the transformation from dp to [d7, §)7is

available. More specifically, one has
P
6= z J5dp; (3.12a)
j=1
P
d=3 Jgdp (3.12b)

j=1
where J5; and J; are 3x1 vectors. The details of Jg;
and J; in terms of a specific kinematic modeling
convention can be found in the robot calibration

literature.  After substituting (3.12) into (3.11)
and with some algebraic manipulations, one obtains

ve‘{ﬂmknu.s,-)}

P
vec‘(FdT,.)=([®G)z 015
j=1 H3:3R Jdj

0

dp;j (3.13)

Replacing ¢ in (2.6) by ¢+ of (3.3) yields

C{p+d¢e)=0 in=dye2, Woml (3.14)
where again the superscript 0 is omitted.
Substituting (3.6) and (3.13) into (3.4) and then

substituting the result into (3.14) yields

. L{”::skﬂ(-’q))
0y d

Hj.3RJ,j
0

I 4
G =-Clda-Cl. + s ), - G[1®G)3

i=1

A

) SR o L (3:15)

Let J; be the 2x(p+2) coefficient matrix of (3.15),
and

dp*“8 =[da df, dpTf'. (3.16)
Then (3.15) can be rewritten as
Cy =J;dp%*s fh=R1 a2 tidme (32LT)as:

(3.17) provides the relationship between the
the

measurement residual error vector C¢ and
augmented parameter error vector dpd3*s. J is
termed the /dentification Jacobian for robot-
camera calibration.
4 Implementation Issues
A. Robot Parameters

A sufficient number of independent link

parameters have to be used to express any variation
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of the actual robot structure away from the nominal
design. This number, for a serial manipulator
consisting of rigid links connected by low pair
joints, is 4N - 2P + 6, where N is the number of
degrees of freedom and P is the number of prismatic
joints [9]. For example, in a PUMA 560 robot, the
number of link parameters is 30. In other words,
the dimension of the PUMA kinematic parameter
vector p is 30.

Not all parameters in p need to be calibrated
each time. It is very natural to accommodate
different complexities of calibration with the
approach proposed above. Next we discuss three
levels of calibration.

As has been mentioned, the simplest level of
calibration is to identify the camera parameters «,
fx and f, together with the parameters that specify

the hand/eye transformation A ,, assuming that the

transformation from the world coordinate system to
the robot hand coordinate system is known. This
type of calibration is necessary whenever the
relative pose of the camera with the robot is
changed. We use six link parameters to specify the
transformation A ,. Together with the two camera

parameters, there are eight parameters to be
estimated. That is, the dimension of dp%“8 given
in Equation (3.16) is 8.

The second level of calibration is to identify
the camera parameters together with the parameters
that specify the hand/eye transformation A , and

the base/world transformation A4 ,, assuming that

the robot geometry is accurately known. This type
of calibration is necessary whenever the camera
changes its location with respect to the robot hand
and the robot also changes its location with respect
to an external reference object. Since four
additional parameters in A, need to be identified,

the dimension of p%¢ is 12.

The third level, which is the most general, is to
calibrate the entire robot-camera system. In this
case, the dimension of p%& is 4N - 2P + 8, among
which two are camera parameters.

B. Change of Reference Frame Y
[d7, 87T, the pose error vector of T, defined in
Section 3, is represented in the world coordin;ne
system since T, is defined as the transformation

from the world coordinate system to the camera
coordinate system. The robot error model given in
Equation (3.12) shall be consistent with this
convention. If the pose error vector is represented
in the camera coordinate system, as has been the
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case in some robot kinematic error models, the
expression given in Egquation (3.16a) has to be
modified to accommodate the change of the
reference coordinate system.

The transformation from the camera coordinate

system to the world coordinate system is T, 1. Let
d' and &’ be respectively the rotational and
positional error vectors of T,"l.  Also let
T;ls[ R ¢ J
01x3 1
Then it can be shown that
6=-RT§ (4.1a)
d=-RXt")6" -Rd’ (4.1b)
gtfandivid. SimiitiEquation ¢35 1b)iadshablyabe

substituted by Equation (4.1) whenever the robot
error model (i.e. J5 and Jy) is given in terms of the

camera coordinate frame. Equations (3.12), (3.13),

(@15 iandl J(3.16) shalliaialso pnbew modified
accordingly.
C. Observability of the Unknown
Parameters
In the robot calibration literature, the
observability ~ of the kinematic error parameter

vector dp is defined in terms of the Identification
Jacobian. If the Identification Jacobian is full
rank, the error parameter vector is said to be
observable.

It is difficult to obtain analytical
observability results since the structure of the
Jacobian matrix in this case is very complex (refer
to Equation (3.16a)). However, the Identification
Jacobian derived in this paper can be used for
optimal off-line search of robot measurement
configurations, which can significantly improve
calibration quality. Borm and Menq [10] defined
observability measure for robot calibration using
all singular values of the Identification Jacobian.
Experimental studies were performed which
demonstrated that a low number of well-selected
measurements can relatively produce superior
results, compared with identification done based on

a set of large number of randomiy selected
measurement configurations.
D. Verification of the Calibration
Results
It is difficult to obtain highly accurate
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measurement set-up to serve as reference against
which the accuracy performance of a robot-camera
calibration task is assessed. In the absence of an
accurate external reference device, one may use the
following two approaches.

Approach I: 2D Image Plane Verification.
Assume that f, f,, and p have been identified.

A set of robot configurations, which are different
from those used for identification, is given. A set
of world coordinates of the calibration points in
each robot configuration is also given. The
coordinates of the corresponding image points are
measured. Using the identified camera and robot
parameters together with the robot joint variables
at each configuration, and the world coordinates of
the calibration points, one can compute the
predicted image coordinates of each image point
(refer to Equation (2.2)). The Euclidian norm of the
difference between the measured and computed
image coordinates at each image point can be
defined as a 2D calibration error. 2D calibration
errors are computed for all image points at all robot
configurations, .and finally the mean and standard
deviation of the 2D calibration errors are computed.

Approach 1I: 3D World Coordinates Verification.

One may compute 3D world coordinates of each
calibration point using the calibrated robot and
camera parameters. This is possible by using more
than one view, that is more than one robot
configuration, of the same calibration point. Two
views of an identical point are sufficient to compute
its world coordinates using stereo triangulation.
Using more than two views calls for a least squares
fitting.  The Euclidian norm of the difference
between the computed world coordinates of the
calibration point and its given world coordinates
can be defined as a 3D calibration error. One can
compute the mean and standard deviation of the 3D
calibration errors by repeating this procedure for
all calibration points.

E. The use of a Single Calibration Point
to Calibrate the Robot-Camera System
The proposed approach allows the user to use a

single point to calibrate the system. A precision

ball is placed at a location visible by the camera.

The camera is moved by the robot arm. Since the

camera can capture the image of the ball from any

angles within the robot workspace, the variety of
available camera orientations is very large. By

mounting the ball on a rail, a x-y table, or a

coordinate measuring machine, the measurable
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robot workspace can be made even larger. This
advantage is significant in real applications.

The minimum number of robot configurations
needed for the calibration of the "robot-camera
system depends on 1) the number of unknown
parameters, and 2) the number of calibration points
measured at each camera snap shot. If at each robot
measurement configuration only one image point is
measured, (i.e., only one point is viewed by the
camera), the minimum number of measurement
configurations is approximately half of the number
of parameters to be identified since each image
point provides two equations. As the number of
points measured in each configuration is increased,
the number of configurations needed can be
accordingly decreased.

Some simple remarks on the observability of
the robot/camera parameters can be made for the
set-up in which a single calibration point is used.

Case 1: The image of the calibration point is fixed
at the image plane.

In the case that the image of the calibration
point is fixed at the center of the image plane, (X,

Y) = (0, 0), and the matrix C given in Equation

(2.5b) is reduced to the following form,

C_[x-°00)-°00:-°001000
0 rixeikio g - joity ok, ot loj td. oriEoft 0. 1. .0 0

The first column of the Identification Jacobian
given in Equation (3.16a) is thus zero, regardless of
the change of robot configurations. Consequently,
the Jacobian is singular, therefore the robot/camera
parameters are not observable.

Rather than fixing the calibration point at the
center of the image, one may fix it somewhere else
in the image plane. In such a case, the rank of the
Identification Jacobian should be checked nume-

rically.

Case 2: The calibration point is fixed.

If the fixed calibration point is defined as the
origin of the world coordinate system, (x,.Y,,.z,) =
(0, 0, 0). In this case, the Identification Jacobian is
not full rank, which can be easily shown following
the same procedure given in Case 1.

One may artificially shift the origin of the
world coordinate system from the calibration point

to another location. Again the rank of the
Identification Jacobian can be checked by a
numerical approach.

5. Experimental Results

The experiment system consisted of a Puma
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560 robot, a CCD camera (Electrophysics, model
number CCD1200), a 486 personal computer, an
ITEX video imaging board with its driver software, a
camera calibration board, and a coordinate
measuring machine (CMM). The CMM was used to
move the calibration board to different locations.

The CCD camera has 510H by 492V picture
elements with 8.8x6.6 mm? sensing area. The
camera calibration board is a glass plate painted
with vapor deposited metallic chromium. It has
10x10 dot array points with center to center
distance of 10 mm, and diameter (of each point) of 2
mm. The flatness of the calibration board is within
+ 0.003 mm and the center to center accuracy of the
calibration points is within % 0.002 mm.

The vision algorithms for camera calibration
were written in Microsoft-C. To estimate the image
coordinates of a calibration point, an adaptive
thresholding algorithm was devised. The algorithm
first smoothed an image of the camera calibration
board by repeatedly applying a 3x3 low-pass mask
(three times). It then detected consecutively each
calibration point, and computed the histogram
within a2 window surrounding each point. The
intersection of two Gaussian curves which fit the
histogram was chosen as the threshold value for the
calibration point. The centroid of the image of
calibration point was selected as the estimate of its
image coordinates. This procedure could yield
image coordinates accuracy to within 1/5 of a pixel.

The modified CPC modeling convention [11] was
used to represent the geometry of the Puma robot.

Performance comparison between the one-stage
algorithm and a two-stage algorithm was conducted
through experimentation. In the two-stage
algorithm, Tsai’s camera calibration technique was
used to compute robot poses at each robot
measurement configuration. Sample results are
shown in Figure 2.

6. Conclusions

Calibration is at the very heart of creating a
truly off-line programming environment for robots.
Autonomous calibration of robot-camera system is
of particular importance for robots that must
function outside a controlled laboratory
environment [2]. This paper presented a method for
robot-camera system calibration which can be made
autonomous. It has the following features:

1. The propagation errors which exist in mult.i-
stage approaches are eliminated. This 1is
reflected in the experimental results that
clearly demonstrate the superiority of the one-
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stage approach over a two-stage approach in

terms of accuracy perfor- mance.

The scheme uses a monocular camera, thus the

field-of-view of the camera is larger than that

of stereo cameras. Moreover, the processing
speed of one camera system is faster.

3. Only two additional parameters are added to a
robot calibration model to represent camera
geometry in the system model.

4. Simulation and experimental results show that
the proposed algorithm converges in very few
iterations, as a good set of initial conditions
for the robot and camera parameters is usually
available.

5. The approach can be automated as only a single
point needs to be tracked in space. A research
is under way to automate the calibration
process based on the proposed approach.

9

The major limitations of the proposed approach

—
. -
o

Since only one camera is used, the system
cannot recover the absolute distance
information of the scene.

If a tool is attached to the robot hand, the
transformation from the tool to the camera has
to be determined separately. This problem
exists in all robotic systems equipped with a
hand/eye configuration.

o
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ABSTRACT

Software development for simulation and
control of flexible automated svstems (FASs) is
an important task for its  successful
implementation. One of the topics in current
research in FASs is the development of
integrated software systems that can both
simulate and control FASs. In this paper an
integrated software system that is developed
using Augmented Timed Petri Nets (ATPNs) is
described. The software package allows the
system designers to evaluate the system
performance by simulation and to implement its
controller using the same data base which
describes the system configuration.

1. INTRODUCTION

A flexible automated system (FAS) consists
of several concurrent units such as machines,
robots, automated guided vehicles,
programmable logic controllers, and computers
which function asynchronously to meet the real
time constraints of a production line and
dynamically changing needs of the market.
Because of its complexity, integrated software
development for FMSs is very important to
realize the full benefits of FMSs.

Simulation software generates results that
aid in design, performance evaluation, and
indepth analysis of the system. There are
several popular packages like SIMAN, SLAM,
CINEMA, EXCELL etc. for the simulation of
manufacturing systems. However, these
packages can not be used to control the system
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and therfore other means are used to develop
the system controller.

The typical functions of the control
software are to monitor the system functioning
and determine the states of different elements
in the system with respect to real time.
Traditionaily, the sequence of operations
executed by the control software of
manufacturing systems has been captured by
ladder diagrams. These diagrams specify the
input and output procedures of the
Programmable Logic Controller (PLC) that
drive and <cycles the operations of a
manufacturing device. These diagrams grow so
complex that locating the cause when a problem
is detected becomes extremely difficult [1].
Further more their usage is limited only to
control the system but not to evaluate the
performance of the system.

As a result, one of the most primary goals
of current research in FASs is to develop
integrated software systems that can both
simulate and control FASs [1,2,3,4,5,6].
Moreover, usually the simulation software is
developed by either software and/or industrial
engineers while the control software is
developed by manufacturing and/or control
engineers. The integration between the
abovesaid personnel is very prominent for the

successful implementation of such multi-
disciplinary projects [5,6,7]. One efficient
method to provide such integration is to

develop integrated software package that can be
used for both simulation and control. In order
to develop such integrated software there is a
need for integrated modeling tools that support
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all the stages of system development, starting
from its design to implementation.

In this paper Augmented Timed Petri Nets
(ATPNs) are first time introduced as modeling
tools to develop integrated software for
simulation and control. The reasons for
selecting Petri Nets (PNs) and extending them
to ATPNs as a modeling tool are detailed in [8].
This paper concentrates on the application of
ATPNs for control. An example, in which an
industrial automated system has been both
simulated and controlled, is provided.

2. PETRI NETS CONCEPTS

PNs are powerful modeling tools that are
being recently applied to manufacturing systems
[2,3,4,5,6,8]. The basic theory of PNs can be
found in [11]. Graphically a PN is defined as a
bipartite graph containing "places" (represented
by circles) and "transitions" (represented by
bars). Places and transitions are connected by
"directed arcs" (represented by arcs with
arrows). Places contain "tokens" (represented by
dots). Places can model different entities
comprising the system such as robots, and
different intermediate states of the system
entities such as "robot | loading machine 3"
Transitions can model events/activities involved
in the system such as "machine || finished
processing". The basic constructs of PN
modeling can provide the basic logic functions
available in most Programmable Controllers as
summarized in figure 1.

There exists several classes of PNs such
as timed PNs, Colored PNs (CPNs), Stochastic
PNs (SPNs), predicate/transition PNs (PPNs).
CPNs, SPNs, PPNs are not easily understandable
to specialists not in the area of PNs. Hence,
TPNs that are easy to understand and aid in the
integration of different people stated earlier are
selected in the present study. However,
conventional TPNs reported in the literature are
limited only for simulation and performance
evaluation purposes but not for controlling the
system. In this paper TPNs are extended with
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new constructs that are used for controiling the
system and named as Augmented TPN.

A. Petri Net (PN):

PN - "N"is a 5 tuple, N = (P,T,IN,OUT,M)

where: P=(p;,p,,....,P,) 1 a set of places,
T= ty,t,,....,t,) is a set of transitions,
IN:(P x T)-->S
OUTI(T x P)-->S
are input and output functions defining
directed arcs between places and transitions,
where S is a set of all positive integers k:

If k=1 a directed arc is drawn without a label
If k >1 a directed arc is drawn with label k.
If k =1 no arc is drawn.

Input place set: I, - The input place set of

transition "t" is I,=( P/(p€;,t; )E€IN )

Output place set: O, - The output place set of
transition "t" is O,=( P/t;,p;) € OUT)

Marking: M - Marking of a PN is a mapping
from the set P to Q=(0,1,2,...), i.e. M: P-->Q
means that M inputs tokens to every place,
M;=M (p;). Q indicates the number of tokens in

place p;.
B. Timed PN:

A timed PN (TPN) is an improvement over
PN described earlier and includes a set of firing
durations D. The TPN is formally defined as
TPN=(P,T,IN,OUT ,M,D) where D: T-->{(0,R*)},
where {0O,R*) is the set of all non-negative real
numbers. A transition has an associated
deterministic firing time defined by two events:
"start firing" and "end firing". In between these
two events, the firing is in progress. The
removal of tokens from a transition’s input
places(s) occurs at "start firing" and the
placement of tokens on a transition’s output
places occurs at "end firing". While the firing
of a transition is in progress, the time to end
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firing, called the remaining firing time (R),
decreases from firing duration to zero.

Instantaneous Description (ID): The state of the

TPN can be defined by the instantaneous
description, ID, which is a four-tuple:

ID = (M,F,R,AT)

where:M is a marking function, M: P -->§;

F is a selector function, F: T-->(0,1);
The selector function is nothing but a
firing vector (F-vector).

If F(t;)=1, tj is ready to fire
If F(t;)=0, t; is not ready to fire

R is remaining firing time function,

R: T-->(0,R™) is a cumulatively
decreasing time function.

AT is the active time duration function
AT: T --> (0,AT*) is a cumulatively
increasing time function.

With ID, it is possible to determine the state
and performance of the system at any time.
For example, using AT, the utilization of the
system elements can be determined.

C. Augmented timed PN:

AntSaugmentea® "TEPN"CATPN)is™ “an
improvement over TPN and introduced at the
first time in this paper. An ATPN is aimed for
both control and simulation of the system. To
control an automated system the controller has
to read inputs and send outputs to the physical
system. Hence, the standard TPN has to be
augmented to accomodate theses functions by
including two tuples namely,

1) Input signal vector (ISV) that is intended to
read the state of the input signals from digital
input interface.

2) Output signal vector (OSV) that is intended
to send output signals through digital output
interface.

An ATPN is a 8 tuple and defined as:

ATPN=(P,T,IN,OUT,M,D,ISV,0SV)
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ISV is a mapping from set P to S=(0,1,2,...) i.e.
ISV: P-->S where ISV associates attributes to
every place, S;=5(p;). S; is an attribute associated
with place p; and represents the input channel
associated with place p;. For example, if place
p; models a limit switch, the ATPN reads the
status of that switch from the digital input
interface  through the channel number
represented by S;. S; is the second attribute of
pj, the first attribute being the initial marking

M(Di)-

OSVY a mapping from set T to 0=(0,1,2,...) i.e.
OSV: T-->0 where OSV associates attributes to
every transition, O;=0(t;). O; is the attribute
associated to a transition t; which represents the
binary number that is to be sent to the digital
output interface. For example, t; may be
modeling the activity "send signal to actuate
solenoid A". Each solenoid is activated by
writing a specific binary number on to the
digital output interface. During execution of the
program, the ATPN writes the number O; to
digital output interface to actuate solenoid A.
O; is the second attribute of t, the first

1 1
attribute being the transition duration , D(t;).

Transition firing: A transition G of an ATPN is
said to be enabled in a marking M:

iff M(pi)>IN(pi,tj) and S(pi)=1V Pi €I(t;).

Enabled in a marking M, t fires and results in
a new marking M according to equation:

M(py)=M(p;)+OUT(p;,t;)-IN(pj,t;) ¥ P; EP

After firing, t; writes O(ti) to the digital output
interface. Here, M is said to be reachable from
M.

3. SOFTWARE DESCRIPTION

The software package developed to execute
ATPNs is written in C++ and has five major
modules with their functions described below.
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A. Read_Petri_net: This module reads an
input file that specifies the structure of the
PNM; transition timing durations and output
signal vector; initial marking and the input
signal vector. The structure of the PNM means
the connectivity between places and transitions
including the weights on the connecting arcs.

B. Enabled transitions: This module generates
an F-vector as on output vector. It scans the
whole PNM at each instant of time and finds
the transitions that are ready to fire. Thus, the
F-vector indicates the transitions that are
enabled to fire with respect to real-time. The
F-vector is the input for modules "Conflict",
"New__marking", and "Main".

C. Conflict: This module determines the
transitions that are in conflict and stops the
program execution until the conflict is resolved.
Once the conflict is resolved, the program
execution is resumed. A conflict in PNM
results when an element is shared by two other
elements of the system (e.g. a single robot
serving two machines that demand service at
the same time). In such cases, the module
detects the conflicts and resolve it by disabling
one of the two transitions that are enabled at
the same time.

D. Minimum_time: This module scans the
whole PNM and detects the transition that has
minimum time to fire. As there can be more
than one transition with minimum time, the
outputs from this module. are both the number
of transitions with minimum time and their
identity.

E. New_marking: This module contains two
submodules: 1) "Read__marking" checks for the
second attrubutes of all places that are inputs
for enabled transitions. 2) "Update marking"
fires the transitions and changes the current
marking.

Read marking uses F-vector as input. If a
transition t; is enabled it checks for the second
attribute ot all input places of t;. If the second
attribute of an input place is high it sets the
variable "flag" corresponding to that place as
TRUE. After flags corresponding to all the
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input places of t; are set to TRUE, it removes
the tokens from these places and sends a signal
to "update__marking" to fire t;.

After receiving the signal corresponding to

the transition to be fired from "read _marking",
"update__marking" sends the second attribute of
the transition to be fired to the digital output
interface and deposits tokens in all the output
places of the transition fired.
F. Main: This module coordinates the
functioning of above modules and generates a
status report of the system elements. The report
is stored in an output file which is updated
whenever a transition is fired in the PNM.
Whenever an event occurs in the system, the
output file is appended by the time at which
the event occurred, marking of the PNM, F-
vector, R-vector, and AT-vector.

4. EXAMPLE

For illustration an automatic machine,
shown in figure 2, that produces parts from a
reel of plastic tape, is considered. Piston A is
used to index the tape, piston B drives a punch
and piston C cuts the tape. The required
sequence for this application is :

ST, 2 [A+,{ A-,B+},B-], 2 (A+,A-), C+,C-

For this system, the assignment of input and
output channels is shown in tables I and 2. In
table 1, BNA (BND) indicates the binary
number that has to be sent to digital output
interface to activate (deactivate) the
corresponding solenoid or light. Figure 3 shows
the Petri Net controller for this system, and
table 3 the corresponding input file.

For example, in figure 3 for transition 2
(t2), the timing duration is | time unit and
hence the first attribute of t2 is 1. For the
same transition, the second attribute is 1. This
is because t2 models the activity "activate
solenoid A". By referring to the table 1, the
binary number that is to be sent to the digital
output interface to activate solenoid A is 1.
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The "Read marking" module performs
three functions: 1) If the second attribute of a
place is less than 11 (because the number of
inputs for this system is 11) it reads the digital
input interface; if it is greater than 11 it does
not read digital input interface and skips to
check the attribute of next place; 2) If the
second attribute of a place is less than 11 and if
the number of channel assigned to the
corresponding place (from table 1) is TRUE it
sets the variable "flag" corresponding to that
place as TRUE; and 3) The above two steps
are repeated until all "flags" corresponding to

input places of a transition enabled are set.

TRUE. Then it removes tokens from the input
places of a transition and sends the signal to
"update__marking" to fire the enabled transition.

In figure 3 the first attribute of place 1
(pl), used to model "start", is 1 indicating that
there is one token present in pl at the start.
Switch 1 (SW!) is assigned as the start button.
Transition 1 is the output transition for pl, and
in order to activate this transition, which
models the activity "push SW1", SW1 has to be
pushed. Now, referring to the table 2, the
corresponding attribute for SW1 is 8. Hence,
the second attribute for pl is 8. At the time
"zero", the system will not start until SWI is
pressed by  the operator. Then, the
"read__marking" reads the channel 8, sets the
flag corresponding to pl to TRUE, sends a
signal to "update_marking" to fire tl and to
remove the tokens from the input places of tl.
Once tl is fired, the number 1 (the second
attribute of tl) is sent to the digital output
interface activating the solenoid A and tokens
are deposited in the output places of tl.

Table 4 shows the typical output results for
the PNM shown in figure 3. The information
in the output file is very much useful for both
simulation and control purposes. By looking at
the marking of the PNM the status of the
elements in the system such as "solenoid limit
switch b0 is closed", "piston A moving
forward", "the number of cycles finished", etc.
can be easily known. By looking at the R-
vector, the remaining time to finish a transition
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can be found. By looking at the AT-vector, the
utilization of the system can be found. For
example, The information in the output file
would be of much help to the control engineer
to diagnose the system functioning with respect
to real time. Thus the information obtained in
the output file is of immense help to both
system designers and control engineers.

5. CONCLUSIONS

A software package usable for controlling of
automated systems, based on Petri Nets, is
described. The advantages of this approach and
the software structure are discussed. In
addition, the control of an industrial automated
system has been illustrated. Future research
aims are to upgrade the package to an object-
oriented software, to include graphics for
animation of the system, and to extend its
capabilties for modeling complex systems.
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Solenoid Channel # BNA BND
or Light
A 0 1 -1
B 1 2 -2
C 2 4 4
Green 4 16 -16
Red S 32 -32

Table 1: The outputs assignment.

10

(=)}
(o 4]

Channei # | 0 1 2 4 5
Switch al | bl | c1 | a0 | bO | cO

Table 2. The inputs assignment.
Transitions Input Places

10000000000000000000000000
01001000010000100001000010
00100000000000000000000000
00010000000000000000010000
00001110000000000000000000
00000001000000000000000000
00000000100000000000000000
01001000000000000000100100
00010000000100000000000000
00000000000010000000000000
01000000000002100000000000
00000000000000010000000000
00000000000000001000000000
00000000000000000100000000
00000000002000000000000000
00000000000000000000001000

Transitions Output Places

01000000000000000000000000
00101000000000100000000000
00010000000000000000000000
00000110000000000000000000
00000001000000000000000000
01000000100000000000000000
00001000011000000000000000
00100000000100000000000000
00000000000010000000000000
01001000000001000000000100
00000000000000010000000000
00000000000000001000000000
00000000000000000100000000
01000000000000100012020000
00000000000000000002000000
00000000000000000000000200

D-Vectr 1111111111111111
OSV 01010-201-1040-4000
Marki ng10001000010000100002023100

ISV 8 4112500 »SEL 2R 2R e 12, S 2"e 1 I
L2162 24 120, T 2W12 P-4 0951 2. TR0

Table 3: Input file structure.
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TIME: 1

MARKING: 01 001 0 C
Oy 0 §0:42::00 24 2
E=VECTOR:" 0180 10’ "0t 0“0
R-VECTOR: 0 0 0 0 0 O C
AT-VECTOR:1 0 0 0 0 0 O
TIME: 2
MARKING: 0 01010
ORe 0 e 2 S el 3.0
F-VECTOR: 0 01 0 0 0 O
R-VECTOR: 0 0 0 0 O O ©
AT-VECTOR:1 1 0 0 0 O O
TIME: 3
MARKING: ¢ 001100
OUOITORIREH 2 ORGS0
F-VECTOR: 0 0 01 0 0 O
R-VECTOR: 0 0 0 0 0 O O
AI-VECTOR:1 1 1 0 0 0 O

O O i

(o]

OO0

[eNeoNe]

o [eNeoNe) o OOONO
o o o

o o O o L0 O

o 00 O o L

o o o O OO

o o o

et (@ioN o) - 00 O

o N O+ [ =] s i e

O oo
o
o
o

o oo

Table 4: Sample of output.

SymeouConswuat

O

dolsy ‘11 tme wuis’: D = tve

»
8« tuo and C = Yuo

oo

Solay ‘2 Sme wui: € = Wue

"

D = vue and E = FVe

hen .

sotav - tue
Moo, epeisacne. man Mo Giterent
Sminge e synchwenaed 0 Figger
hrd operasen.

e ————

QA" gl SG ?

i iAALGNEAL 0238808

Mere, Powt Net conmetng of G. M. |. and
J mosels the sysiem i hgher level.

The Pett Net conmeting of A. B. C. ets.
mosels Mo sysm 8t lower level

Figure 1: Basic PN constructs.
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SW1 SW2 Eme.
sTOP
Figure 2: Schematic of the example hardware.
p21
p24
p23 Counter Start Op[:.sl o By
i l i 12)
116 \ 4 (1.0) Push“SW‘l v .

i1,0) | (£ U
2 :1O—J do A+ l
A+
P25 [1 4) D( [0,121l oy

l . (2.12] /11,12)

12 19
; b

[0.12] A3
) (1,0)
co pi4 -
[1.86) [o 12

do C+ (1.4)
oS p16
. [0.12])
15 | nd C &
end {A-,B+} (1.1) e + (1.0)
p17
b1 [908'” ct [0.2]

16

do B- ' (1.-2) do C- (1,-4)
pi18
B- P9 C-{_Jw.12]
[0.12]
17 114

end B- ' ! .0 end C- \z2 ,\ (1.0

Legend: ek R End of X CY
s> 0 the cycie
A+,{A-,B+},B- =X; A+A-= Y; 4 26 Emergency Stop
[0,10]
CX = Counter for X; CY = Counter for Y; H e (1,0]
i=1 10 16

=Endof X; EY =Endof Y

Figure 3: Petri Net Controller for the example.
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ISSUES IN DESIGNING A WEB INSPECTION SYSTEM: CASE
3

D. Brzakovic' H. Beck H. Sari-Sarraf
Department of Electrical and Computer Engineering
University of Tennessee

Knoxville, TN 37996, USA

Abstract

This paper analyses the problem of flaw classifica-
tion in uniform web materials. The analysis includes
descriptions of the requirements for the inspection sys-
tem, sensor issues, and procedures for classifier design
and testing. A case study of flaw classification is de-
tailed and specific algorithms for flaw characterization,
feature analysis and classification are outlined. The
obtained resuits are summarized and interpreted.

1 Introduction

The manufacture of products in the form of con-
tinuos rolls of materials is known in industry as web
processing. \Web processing is used in many segments
of U.S. industry, e.g., metals, paper, plastics, textiles.
A key factor in the quality assurance of web prod-
ucts is human inspection. Manual inspection is labor
intensive and can not match high-speed production.
Increasing competition in the market place has forced
manufacturers to focus a great many resources and
energies into making the production line more effi-
cient. In particular, interest has been in utilizing mod-
ern computer technology to reduce production costs
and maintain high quaiity standards. The resulting
savings in labor and materials make efficiency a by-
product of quality control.

This paper analyses the problem of flaw classifi-
cation in web materiais and describes general proce-
dures for designing a web inspection system. The pro-
cedure incorporates two phases: (1)design phase and
(2)test phase. In the first phase four sub-systems are
connected through feed-forward and feed-back loops.
The functions of the sub-system are: (i)flaw detec-
tion, (ii)flaw characterization, (iii)feature analysis and
(iv)classification. A sub-system consists of a number
of modules, each of which contains specific algorithms.
The function of the flaw detection sub-system is to cue
the flaw characterization system that an irregularity
has been encountered. The function of the characteri-
zation sub-system is to compress image areas pointed
at by the detection sub-system and generate feature
pattern vectors. The feature analysis sub-system con-
sists of modules containing single feature and vector
analysis techniques to evaluate class representation
and determine class separability. The classifier de-
sign follows from this analysis; otherwise, the charac-
terization sub-system is cued for additional measure-

ments. The classification sub-system performs recog-
nition. The objective of the design phase is to choose
correct algorithms for the problem at hand. In the test
phase the chosen algorithms for detection, characteri-
zation and classification are usually connected only by
feed-forward loops.

This paper concentrates on the design phase and
sub-systems (ii)-(iv). A case study of flaw classifica-
tion In web materials is used to illustrate the roles
of the sub-systems as well as problems generally ap-
pearing in designing automated systems for web in-
spection. The paper is organized as follows. The ma-
jor issues in web inspection and the inspection system
performance requirements are summarized in Section
2. This section also outlines a general procedure for
system design. A case study using this procedure is
described in Section 3, followed by discussion of the
results, Section 4.

2 Issues in Web Inspection and Inspec-

tion System Requirements

Web materials take many forms: however, there is a
remarkable similarity throughout the major industrial
segments in the requirements for web inspection tech-
nology. Inspection problems fall into two categories
determined by the web material type. The first cate-
gory of problems is associated with uniform materials,
e.g., metals, film, and, in this case, the basic problem
is to classify defects according to their origin. The
defects in this case are easily differentiated from the
uniform background. Example of defects appearing
in uniform materials are shown in Figure 1(a). The
second category of problems is associated with tex-
ture materials, e.g., non-woven materials, and the in-
spection problems require grading of overall as well as
local texture quality. Examples of two samples of non-
woven materials that have different texture quality are
shown in Figure 1(b). _

The state-of-the-art in the first class of problems is
more advanced, and there are commercially available
systems that can detect defects e.g., [3]. However,
these systems can only rudimentally characterize the
defects and, therefore, the defect classification issue 1s
largely a reseach subject, e.g., [2]. The characteriza-
tion of texture materials is still only a research sub-
ject, e.g., [1]. This paper concentrates on the problem
of uniform web materials where the highest priority

'Present address: Department of Electrical Engineering and Computer Science, Lehigh University, Bethlehem, PA
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technical need is for an ability to differentiate between
several distinct types of flaws and to help an operator
on the factory floor assess the point in the production
process where flaws are being introduced.

Typically an inspection system for a uniform web
material requires a customized design due to the
unique characteristics both of the material and its
manufacturing process. However. independently of
the material, a system should have the following char-
acteristics:

o Ability to handle high data throughput

A typical web is 8 — 10 feet wide and moves with
speeds ranging from 600 to 6000 feet/minute.
Consequently, the data throughput for 100 % in-
spection (when detecting flaws of mm size) is
tremendous and can not be handled by general
purpose hardware.

o Ability to handle large number of defect classes

Typically an inspection task involves from a few
dozen to few hundred classes.

e Abulity to handle non-homogeneous class popula-
tions

A single class of flaws may have a wide variation
1n appearance and the structure in feature space
for a given class may be of a very complex nature.

o Ability to handle overlapping defect classes

Flaws belonging to different classes may be visu-
ally alike, and. therefore, it may be necessary to
assign confidence levels to classification of some
flaws.

o Ability to handle dynamic class populations

Small changes in the production process can re-
sult in entirely new classes of defects or result in
significant changes in existing defect classes.

One of the major issues in designing an inspection
system 1s the selection of sensors. This includes choos-
ing a sensor with the appropriate characteristics and
determining the optimal placement of the sensors for
the production process. In many cases, using multiple
sensor inputs, sensor fusion, and active sensing can
simplify the classification task. Unfortunately, this
issue has yet to capture the attention of either the
research community or practitioners in the web
inspection industry.

In the most general form, the system design re-
quires development and testing of four sub-systems:
Detection, Characterization, Feature analysis, and
Classification. In the design stage the four sub-
systems are connected by feed-forward and feed-back
loops, as shown in Figure 2. In the test phase only
the detection, characterization, and classification sub-
systems are used and are usually connected by feed-
forward loops. In the design stage a number of al-
gorithms in each of the sub-systems are considered
and, based on the characteristics of the problem, the
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most appropriate algorithms are chosen, sometimes af-
ter modifications. Since the flaw detection systems are
commercially available, in our work we concentrate on
flaw characterization. feature analysis, and classifica-
tion. A case study of the design phase, listing specific
algorithms, is described in the next section.

3 A Case Study

This study involves a 15 class problem. Through
destructive testing the class membership was posi-
tively verified for the available samples. The major
problems in designing the inspection system in this
case are consistent with those described in Section 2.
and the most concerning issue is to determine if the
information captured within the sensitivity band of
the sensor can be related to the known classification.
Only 628 samples were available for the study. It is im-
portant to note that the defects representatives were
unevenly distributed over the classes, e.g., class 2 had
156 representatives. and, on the other extreme, class
11 was represented by 6 samples. The class member-
ship is listed in Table 1. Such an uneven membership
poses fundamental theoretical and practical problems.
In addition, there is a large amount of variation within
a given class and a large amount of overlap between
classes in the appearance of the flaws. The last point is
illustrated in Figure 3 where samples belonging to two
different classes are shown. Each class is represented
by 64 samples. Flaws within the class in Figure 3(a)
show a great deal of diversity; moreover, some of the
flaws in Figure 3(a) resemble some of the flaws in Fig-
ure 3(b), representing an entirely different flaw class.

3.1 Inspection system design

Following the general procedure described in Section
2 and the flowchart in Figure 2, we have considered
and evaluated the following algorithms for each of the
sub-systems:

e Characterization sub-system

Examples of the algorithms considered include
spatio-frequency algorithms (including wavelets
to allow capturing hierarchical relationships with-
out intrinsic redundancy) and shape descriptors
(various signatures to allow defect discrimina-
tion based on shape, independently of position
or size).

We have studied in detail three characteriza-
tion algorithms for this problem: invariant mo-
ments [4]. spatial-domain intensity signatures.
and wavelet-based signatures [5]. None of the
three approaches resulted in clustering in feature
space consistent with the classification objectives.
The spatial-domain intensity signature approach
resulted in flaw groupings in the feature space
close to groupings performed by humans and is
briefly described in this paper.

The spatial-domain signatures were motivated by
our desire to capture in the same signature shape,
orientation, and intensity variations of a defect.
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For an image, f(z,y), an element sy, of signature.
S. is defined as

K
S = %;;f(xo + rcosbi,yo + rsinb;), (1)
where (zo,yo) is the center of gravity, 0 < 6; <
180° varying in predetermined steps 6. and K
is determined by the physical edges of the im-
age region considered. An n element signature
is defined as S = (so, S, S2s, ----. S(n—1)¢), Where

(n—1)6 = 180°. We have used § = 5 in our exper-
iments, thus acquiring 72 element pattern vectors.
Since the acquired signatures/pattern vectors did
not immediately show distinct features for fur-
ther data reduction, we have subjected the en-
tire signature to the feature analysis sub-system.
It should be noted that the backgrounds were
normalized prior to signature generation in order
to counter-effect differences in image acquisition
conditions.

o Feature analysis sub-system

The algorithms considered included. among oth-
ers, clustering, dimensionality reduction. hierar-
chical structures for reducing the complexity of
the analysis task, and strategies for combining dif-
ferent representation schemes (e.g., symbolic and
quantitative).

The specific choices of steps in the analysis were
based on the pattern vector being a one dimen-
sional signal representation of a two dimensional
signal. The first step was to generate basic statis-
tics. Based on this, two classes represented by
a single vector in the original data set were dis-
carded from the data set. In the next step, a
measure of cluster validity was used in an iter-
ative search for the optimal number of clusters
inherent in the data based on the K-means al-
gorithm. There 1s a mixed class representation
in the majority of the clusters. A further search
on individual classes revealed that some of the
classes contained as many as 15 clusters. and even
the most sparsely represented classes had mem-
bers distributed among 3 clusters. Table 2 shows
the distribution of class population among the ob-
tained clusters. The images associated with the
clustered vectors were examined for visual homo-
geneity, showing an immediate separation of the
flaws into two separate groups: large, bright flaws
and small, low contrast flaws. Thus. at the first
pass, there appears to be the necessary relation-
ship between the characterization and the visual
characteristics of the flaws. Examples of
the obtained clusters are shown in Figure 4.

The next step in the analysis was to determine the
amount of resolution necessary to separate the
existing clusters into more homogeneous groups
based on visual characteristics. The technique
utilized for this was a visually guided variant of
the ISODATA clustering algorithm. The general
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strategy is to incorporate the ISODATA features
of cluster deletion, splitting, and merging, guided
by the visual information in the images associated
with the clustered vectors.. The obtained clus-
ters contained fairly homogeneous populations.
It should be noted that even when further in-
creasing the degree of resolution the cluster mem-
berhsip clearly shows that there is no separability
using the available data set. Also, there becomes
a point where the increasing degree of resolution
becomes nonsensical.

e Classifier sub-system

The classification algorithms considered draw
from single, hierarchical, and hybrid approaches,
based on deterministic, stochastic and fuzzy pat-
tern recognition principles. Decision rules can
be constructed from different data representation
schemes, e.g., symbolic or quantitative, and can
incorporate multiple representation schemes into
the decision rules.

The classifier design generally falls directly out
of the analysis of the features. The preceding dis-
cussion, however, indicates that there is little cor-
relation between the classes and the visual infor-
mation; therefore, it would be fruitless to design a
classifier for this task. A non-parametric classifier
could be designed, backprop or Parzen windows,
that would produce very good results for a train
A - test A trial; however, the results would be
very misleading.

4 Discussion

This paper describes the major issues in designing
an inspection system for uniform web materials. The
design phase considers four sub-systems: the detec-
tion, characterization, feature analysis and classifica-
tion sub-systems. The performance of the character-
ization sub-system is evaluated by the feature analy-
sis sub-system (in context of the specific classification
problem), and an appropriate clasisfier is designed or
chosen based on this analysis. The results obtained in
the case study indicate that there is little correlation
between the destructive analysis grading of the flaws
and the information encoded by the flaw characteriza-
tion methods. There is, however, a strong correlation
between the flaw characterization and the appearance
of the flaws. Similar results were obtained using dif-
ferent characterization algorithms, leading us to the
conclusion that in this particular case either the cho-
sen sensor was not appropriate for the task at hand.
or that it was not placed on the appropriate position
in the production process.
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Figure 1: Examples of different web materials:
(a)uniform material and examples of flaws belonging
to a single class—total of 64 flaws, (b)two samples of
textured material that have distinctly different overall
texture characteristics.
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Figure 2: The interaction of four sub-systems in the
design phase of a web inspection system.
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Figure 3: Two class example illustrating inter-class'
diversity and intra-class similarity in the case study:
(a)class 1, (b)class 2. Each class is represented by 64

samples.
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Table 1: Class membership for the case study
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Figure 4: Examples of three obtained clusters that
correlate close to the visual characteristics of flaws.
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OBJECT-ORIENTED DESIGN OF FLEXIBLE MANUFACTURING SYSTEMS

E. B. Fernandez* and C.P. Han **

*Department of Computer Science and Engineering
**Department of Mechanical Engineering
Florida Atlantic University
Boca Raton, FL 33431

L INTRODUCTION

The design of software for manufacturing
cell controls is complex and laborious. In particular.
changes and extensions of the production facilities as
well as the products may require redesign and
rewriting of large amounts of software. It is then
important to use a development approach where
change can be accommodated in the most convenient
way. The object-oriented approach to software design
appears to be a promising way of handling the
development of changing and complex systems such

as these.

In this paper we illustrate by means of a
particular design approach, the Object Modeling
Technique (OMT) [Rumb91], the systematic design
and extension of a manufacturing cell. We start from
a set of requirements and we develop an initial
design. Then this design is expanded to accommodate
other functions and we analyze the effect of changes
in the manufacturing environment. This example
shows how easy is to design a system of this
complexity if an appropriate methodology is carefully

applied.

Other studies of the use of object-oriented
methods for CIM design have focused on modeling
mechanical CAD data [Spoo86], the advantages of
C++ as a support for this type of environment
[Stur91], diagnosis {Grah91], and the use of Ada and
Petri nets to model dynamic aspects [Kura92]. The
study that comes closest to our work is [HsuC92], but
that paper focuses on more general aspects of an
object-oriented architecture. Here we show a detailed
design example to exhibit the modeling power of this
approach and to demonstrate how easy is to perform
local changes or broad extensions to the initial

design.
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Section II discusses basic background on
FMSs and on object-oriented design, introducing the
Object Modeling Technique (OMT) of [Rumb9l].
Section III introduces a specific system used as
reference for our development and we show how to
model it using OMT. Section IV tests our design to
see how to add other functions. We evaluate these
aspects in section V, while section VI presents some
conclusions.

II. BACKGROUND
2.1 Flexible Manufacturing Systems

A flexible manufacturing system (FMS) is
formed by a group of machine tools and material
handling devices. Individual units of the system are
controlled by their own numerical control unit,
while the system is usually supervised by an executive
computer. An FMS system usually has random
scheduling capabilities. Since the type of products
and their production processes change as the product
type changes, to design and implement the software
which controls this type of systems is a complicated
job.

A typical FMS system contains workstations.
load and wunload stations. workpiece transport
equipment, pallets, fixtures. tools, tool transport, -
robots. buffer storage at workstations. etc. Different
products. in general, require different processes and
equipment associated with the manufacturing
processes and material handling needs.

2.2 OMT Concepts

Object-oriented modeling and design have
been proposed as a way to promote better
understanding of requirements. cleaner design and
more maintainable systems. Those advantages are
accomplished through many unique features found in
an object-oriented system. We will not define these
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here in detail since there is a considerable literature
on this subject [Booc91, Mona92, Rumb91].

Some key ideas are central to the
mechanisms of the object-oriented approach. The
fundamental construct is the object, which contains
both a data structure and a collection of related
procedures, sometimes called methods. The only way
in which objects interact with each other is by
sending each other messages or by calls to their
interface. Objects with the same data structure
(attributes) and behavior (methods) can be grouped
into a class. Each objects is called an instance of the
class. A central feature of object-oriented systems is
inheritance. Inheritance is a mechanism whereby one
class of objects can be defined as a special case of
another class, automatically including the methods
and attributes of that class. The special cases of a
class are known as subclasses. The same operation
may behave differenty on different classes - this is
called polymorphism. The data within an object can
be accessed only through its methods
(encapsulation).

2.3 Object Modeling Technique (OMT)

As a general object model we use Rumbaugh
et al's Object Modeling Technique (OMT), a
specification and design approach for object-oriented
systems [Rumb91]. Figure 1 shows the definition of a
class with three separate areas: the cl/ass name, the
class attributes, and the operations or methods of the
class. In the following figures some of these details
will be omitted if they are not of interest in their
specific context.

The OMT model allows three basic types of
associations between classes.

e Generalization implies the definition of a
superclass that  collects the common
characteristics of several subclasses. It describes
an "is-a" association between a subclass and its
superclass. For example, in Figure 2 the
superclass Person is a generalization of the
classes Faculty, student and Staff; Student, in
turn. is a generalization of Foreign-Student.
The symbol for generalization is a triangle.

e Aggregation  (Composition) implies the
description of a class in terms of its constituent
parts. The concept of aggregation defines an "is-
a-part-of" relationship between a subclass and its
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superclass. For example, Figure 3 shows a
university composed of colleges, which in turn
are made up of departments. Aggregation is
denoted by a diamond. The black dots indicate
multiplicity, e.g. a university is composed of
several colleges, a college is composed of several
departments.

® Relationship describes how objects belonging to
different classes relate to each other. The OMT
symbol for association is a line connecting two
classes labeled with the association name.
Relationships can be binary, ternary, or even
higher order, and can have any number of
attributes. For example, Student can enroll in
courses, and Faculty teach courses (Figure 4).
Relationships can have attributes. e.g. grade in
Figure 4.

The complete modeling methodology consists of
three orthogonal stages:

1. Object Model : shows the static data in the
system. It divides the application into object
classes. The relationships among those classes
are described by the class structure. The behavior
of the objects are defined by the methods or
operations associated with the object classes.

2. Dynamic Model : shows the time-dependent
behavior of the system. It shows the way the
system behaves with internal and external events.
An event trace diagram explains the event
transformations between system classes and
external effects.

3. Functional Model : shows how output values are
derived from input values, or how to process the
data flow in the system during each event or

action.
IIL. CASE STUDY: A FLEXIBLE
MANUFACTURING SYSTEM

In this section, we first develop a FMS
which consists of robots, assembly stations, storage
devises and conveyors. A particular assembly
sequence is defined for a selected product. The object
structure, dynamic model, and state model are
developed for the initial system using the OMT
method. Then the system is modified to have different
layouts and to handle different products. We show
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how little change is needed in our original design to
adapt the software for the new system.

3.1 Initial Definition

Consider the manufacturing system shown
in Figure 5. SI is a storage bin from where Robot R/
picks up parts. The parts are deposited in a conveyor
belt CB1, able of start-stop operation. When camera
C1 detects a part, robot R2 picks it up and deposits it
in rotary table 7. Here Robot R3 drills a hole in the
part and paints it. Assume that not all robots of type
R3 can handle this type of part (special tools are
needed). When finished, R3 signals R2 to put the
part in conveyor belt CB2 which is moving at
constant speed and takes it to the packing section.
There are t work cells.

Figure 6 is an OMT diagram for this system.
Some attributes and operations are included for each
object. The complete manufacturing system is
described by class Manuf_System. Operations in this
class indicate the possibility of activating or
deactivating the complete system. There could be
specific instances (objects) of the manufacturing
system tailored to handle different types of parts. The
complete system is shown as composed of three units
or subsystems. One of these is the assembly cell. This
cell can have its own local control and can be
activated or deactivated by the manufacturing system.
Note that there are in general several instances of
each cell ( ¢ in this example) for each instance of the
manufacturing system. The other subsystem is the
distribution unit that describes the common
cquipment used to load and unload the asscmbly
cells. In general there is only one distribution unit for
the whole manufacturing system.

The next aggregation level describes the
components of these units. The distribution unit is
composed of one storage unit, 2 conveyor belts, and a
robot. The assembly cell is composed of 2 robots, 2
cameras, and one table. There are 2 types of robots in
the complete system: load robots, which can only
grasp objects, and assembly robots, which can
perform some specific operations (but cannot grasp
parts). These two types of robots are generalized to
Robot, which factors out common characteristics
such as serial number, manufacturer, etc.

The relationships indicate joint coordination
of units, for example a camera works with the load
robot to signal it when it should pick up a part from
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the conveyor belt CBI. Parts are related to the
assembly cells. The many-to-many relationship here
indicates that a part can be handled by many cells
and that a cell can handle different parts.

Additionally, the following remarks apply to
this design:

e (Can-assemble can be deleted if one assumes all
stations can assemble any part.

e (Cameras need to be related to their robots, the
other units are related by their physical position,
i.e. a given load robot "knows" where to pick up
its part because of the physical structure of the
cell.

e One can generalize Robot, Conv_belt, and
Table to Machinery but it is not important for
this application. (It would be useful for a
maintenance application).

e The sequencing of the system is in the
implementation of the activate operation. For
example, the activate operation  in
Manuf_system would first initialize the system,
then activate the assembly cell and periodically
check status. It would also close the system in
case of a malfunction.

3.2 Dynamic Model of the Initial Definition

Figure 7 shows the dynamic model of this
system. This is a composed of subdiagrams for each
unit. We show here only the robots because their
behavior is more complex than the other units. Robot
R1 repeats a sequence of picking-move-place to
deposit parts on the conveyor belt. If the bin becomes
empty it goes to a wait or idle state. Robot R2 starts
in the idle state until informed that a part is available
on CBI when it starts a sequence of pickup-move-
place that deposits the part on the table. It goes then
into a wait state until the part is completed when it
repeats the grip cycle to put the part in CB2 . Robot
R3 waits for a part to be placed on the table after
which it paints it and drills a hole. When finished it
returns to its wait state.

Exceptional conditions can be conveniently
shown in this model. When a robot drops a part we
assume that assembly can continue normally (except
that we may have lost some time). However, when
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there is a mechanical malfunction in a robot we go to
a final state which deactivates the complete cell.

Figure 8 shows a timing diagram of the
interaction between units. This is convenient to study
synchronization aspects.

IV. ADAPTING TO CHANGING CONDITIONS

There are many sources of changes in an
industrial environment. We may need to change the
configuration of the assembly cells for cost or
efficiency reasons. We may want to change the
operations performed by the cell, we may need to
accommodate a larger variety of parts, etc. In order to
operate more effectively we may also want to expand
the computer controls to include other applications
such as maintenance, inventory, order processing,
etc. To be precise we will call the ability to adapt to
changing conditions modifiability, and the ability to
extend the realm of applications extensibility. By
using the example of section III we will show that the
object-oriented  approach provides for both
modifiability and extensibility.

Possible changes to the initial system are:

1. Make R3 a more advanced robot able to grip and
move its arm in addition to performing work on
pieces.

2. Add and additional storage bin so that R/ can
pick up pieces from it when the first parts bin is

empty.

3. Add another robot R4 to accelerate the work of
R3 , e.g. R3 could paint a part while R4_drills a
hole in it.

Possible extensions are:

1. Add a maintenance application that keeps track
of maintenance schedules, technicians assigned
to machines, etc.

2. Add an inventory application that will keep a list
of available parts and will order parts from the
lowest cost supplier when their inventory is low.

The changes can be accommodated in the
following way:
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1. Now robots of type R3 (advanced-robot) become
a subclass of hand robots since they have all the
functions of those plus some additional functions

(Figure 9).

2. This requires to add another instance of storage-
bin and change the state diagram of R/ to pick
up parts from the second bin once the first one
becomes empty.

3. This change requires to add another instance of
Assembly_Robot.

The extensions can be handled in the
following way:

1. Generalize all the machines to a superclass
Machinery and include there ail the information
needed for maintenance, e.g. serial number,
manufacturer, etc. Describe technicians as a
subclass of a class of employees and indicate by
means of a relationship who is in charge of what
machine. All this is shown in Figure 10. In this
figure we assume that a technician can handle
more than one machine and a machine can be
handled by more than one technician.

2. This is shown in Figure 11. We only show here
the relationship between suppliers and parts. We
leave as an exercise for the reader to complete
this solution.

V. DISCUSSION

This example (and many in [Rumb9l])
shows the modeling power of the object approach.
Modeling can be performed at the logical level of the
application, leaving out implementation details which
are encapsulated in each object. A clear advantage of
this is that implementation changes do not affect the
logical level. '

A very valuable practical advantage is the
easiness to accommodate changes. The 3 cases shown
here required minimal changes or no changes to the
OMT class diagram. As shown in the extension
examples existing classes can be combined with new
classes to add new applications. This implies a
gradual growth instead of the need to start from
scratch as it happens in other methodologies.

From a CIM viewpoint the state diagrams,
while conceptually clear to define object interactions,
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are not convenient when timing aspects must be Proceedings of the Second International

considered. Also conditions such as deadlock, Conference on Automation Technology,

starvation, etc., necessary to evaluate a concurrent July 4-6, 1992, Taipei, Taiwan, R.O.C.,

system such as this, cannot be conveniently studied. pp. 53-59.

Petri nets, stochastic Petri nets, and other approaches

can be used to complement this analysis [Kura92]. [Kura92] V. Kurapati, and E.B. Fernandez,

"Object-oriented simulation and control

There exist a good number of development of flexible manufacturing systems using

tools to help building class diagrams. The authors of Petri nets and Ada," FAU Tech. Rept.

OMT have developed OMTool and several CASE TR-CSE-92-33, Nov. 1992.

tools include support for object-oriented development.

These tools can convert the OMT class diagram into [Mona92] D.E. Monarchi, and G.I. Puhr, "A

research typology for object-oriented
analysis and design," Comm. of the
ACM, 35,9, Sept. 1992, pp. 35-47.

aset of C™" definitions.

Another convenient aspect of this approach
is the ability to describe exception states in the state
diagram. This is useful to analyze error and abnormal
conditions of any type.

[Rumb91] J. Rumbaugh, M. Blaha. W. Premerlani.
F. Eddy, and W. Lorensen. Object-
oriented modeling and design, Prentice

VL. CONCLUSIONS Hall, Englewood Cliffs, NY, 1991.

[Stur91] M.C. Sturzenbecker, "Building an
object-oriented environment for
distributed manufacturing software,"
Proceedings of the 1991 IEEE
International Conference on Robotics
and Automation, Sacramento,
California, April 1991, pp. 1972-1978.

We believe we have made a strong case for
the use of object-oriented methods in CIM. As
indicated earlier, other studies have not focused in
modeling aspects. While we used a specific approach,
i.e. OMT, any similar approach, e.g. [Booc9l,
Mona92] would be appropriate.

It would be also possible to extend this
approach to simulation. One must then make all the
implicit relationships explicit, e.g. the actual physical
position of a machine cannot be used as an implicit
relationship as discussed above. The limitations of
the method. i.e. lack of process structure, timing data,
etc. must be taken into consideration.

[Spoo86] D.L. Spooner, M.A. Milicia. and D.B.
Faatz, "Modeling mechanical CAD data
with data abstraction and object-
oriented techniques.” Proceedings of the
International Conference on Data
Engineering, IEEE 1986. pp. 416-424.
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RESULTS OF PROXIMITY SENSING RESEARCH FOR
REAL-TIME COLLISION AVOIDANCE OF ARTICULATED ROBOTS
WORKING NEAR THE SPACE SHUTTLE

D. Wegerif D. Rosinski W. Parton
Merritt Systems Inc.
P. O. Box 2103
Merritt Island, Florida 32954

ABSTRACT

This paper discusses the implementation of proximity
sensor based control for a kinematically redundant robot
arm manipulator. In contrast to model-based approaches,
sensor based control techniques require no a priori
knowledge of the operational environment. We used
infrared proximity sensors located about the periphery of
a three degree of freedom planar mechanism to provide
real time knowiedge of the environment near the
manipulator. The control algorithm produces a collision-
free path around detected obstacles based on this
information, while allowing the end effector to reach the
desired goal position.

We constructed a fully functional collision avoidance
system for a redundant planar manipulator. We are now
testing and improving the system further. The current
testbed incorporates: a PUMA-600 robot manipulator
operating in a plane with a sensor "skin" composed of 14
infrared sensorCells about its periphery. Each sensorCell
incorporates ecight sensing elements, a distributed
processing  electronics system, and supporting
communications hardware providing real-time control of
the robot system. A standard desktop computer serves as
the process controller. This work has been extended to
redundant spatial manipulators under a NASA Phase II
SBIR research grant.

BACKGROUND AND INNOVATION

Various hazardous tasks are performed manually today
because traditional robot systems lack adequate dexterity
and sensing abilities. These tasks include the
maintenance and monitoring of equipment in radioactive
environments, and the inspection and servicing of space
flight hardware. Robots are under development to
perform these and similar applications.  Adequate
collision avoidance techniques to fully utilize the
capabilities of these robots have not yet been developed,
however.
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Existing collision avoidance for most tele-operator
systems consists mainly of manual intervention based on
visual observation of the robot. Constrained
environments, however, preclude direct view in some
configurations. This prevents an operator from detecting
obstacles visually. Autonomous motion planners using
model based control strategies were developed, however,
they provide collision-free motions only if the model
accurately matches the actual working environment of the
robot. If the model contains even small inaccuracies, or if
the environment is dynamic with unmodeled moving
objects, collisions may occur. These limitations require
the implementation of other techniques to assure
collision-free motion of the entire manipulator.

A whole-arm sensing mechanism, which utilizes
discrete proximity sensors about the entire periphery of
the arm, can provide collision avoidance capability for a
kinematically redundant manipulator. Cheung introduced
a method of providing discrete proximity sensors over the
entire periphery of a robot manipulator in 1989.1 The
original system provided complete coverage over a spatial
positioning (3 revolute) robot. In 1991, MSI extended
this capability to a kinematically redundant planar robot,
and successfully demonstrated a proximity sensor-based
control methodology on a redundant planar manipulator.2
A motion planning algorithm, developed by MSI, utilizes
the kinematic redundancy of an articulated robot to avoid
obstacles while maintaining the desired end-effector
trajectory. This capability is currently being
demonstrated on a new testbed incorporating a PUMA
600 robot manipulator and 14 infrared sensorCells
mounted on its periphery to provide proximity
information to the PC based cell controller.

ORIGINAL TESTBED OVERVIEW
In 1991, under NASA Phase I SBIR contract

NAS10-11754, MSI investigated proximity sensor-based
motion control for kinematically redundant robot
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manipulators. We accomplished this through the
development of a demonstration testbed, a graphical user
interface, and a control algorithm that combined real-time
sensor data with desired end-effector positioning
commands to produce the necessary joint velocities. This
section will describe the original development platform,
sensor system, user interface, and control algorithm.

Hitachi Demonstration Testbed

MSI assembled the original testbed to verify the
ability of proximity sensors to control a kinematically
redundant manipulator in real time. MSI selected a
planar robot, the Hitachi 4010H, SCARA-type
manipulator, as the Phase I demonstration platform. As
with most SCARA manipulators, the 4010H is a serial
RRPR (R -- revolute, P — prismatic). With a link
attached to the wrist joint, a total of three revolute links in
a plane were available. The robot was able to meet any
specified position of the end-effector in the workspace
with an infinite number of configurations of the three
links.

A 33 megahertz clock-rate, 80386 microprocessor-
based, personal computer (PC) served as the cell
controller. A standard RS-232 serial port operating at a
rate of 4800 baud supported communications to the robot.
A dedicated 16 channel analog-to-digital (A/D) card in
the PC converted the output of the sensor system into
useful digital data3 We used the four available digital
output channels and one of the D/A channels to provide a
five-bit address to the proximity sensor control circuits
mounted on the robot.

The system software was written in Borland Turbo
C, with five major software routines: 1) the main
program, which included the robot control algorithm; 2)
D/A & A/D card control software, which scanned the
sensors and listed the location and magnitude of the
highest sensor reading; 3) robot control software, which
provided serial communication between the robot and PC,
and converted the output of the main algorithm joint
command from radians to stepper motor positional
counts; 4) the supporting program for the main algorithm,
which provided general vector and matrix manipulation
functions; and 5) the user interface, with a graphical
representation of the robot work space.

Sensor Skin and Electronics

We limited the objectives of this development
project to demonstrating the ability of a proximity sensor-
based approach for a kinematically redundant robot
manipulator, and did not include the development of a
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specialized sensor system. MSI selected reflected infrared
energy as the sensing media. We used optically reflective
materials as obstacles. Previous research done by Cheung
was the basis for the sensor system.1

MSI built sensing circuits for each of the three robot
links. Each circuit card accommodated up to 32 sensor
pairs, consisting of an IRED emitter and a PIN diode
receiver. The circuit contained both an analog portion for
amplifying and filtering the reflected light energy, and a
digital portion for sequentially operating each of the
IRED:s.

While Cheung used a flexible Dacron mounting
material, we chose a standard 40-conductor ribbon cable
with 40-pin female connectors attached at approximately
every 50 mm (two inches). The ribbon cable allowed a
simple method of attaching the sensors to the robot links.
We inserted an IRED and PIN diode into each connector.
This provided complete flexibility in the location of the
sensors along the robot periphery, and also permitted
IREDs and PIN diodes to be easily changed or
reconfigured to different addresses. We addressed the
IREDs by bending the leads to fit in the appropriate
socket of a female connector. This provided a simple,
low-cost method of fabricating a strip of sensor pairs.
The sensor strip was attached to the perimeter of the robot
manipulator using double-sided adhesive tape.

User Interface

The user interface contained two elements. The first
was a menu, which allowed the user to initialize the
system and command specific responses from the robot
and sensors. This enabled the user to observe raw sensor
data, calibrate the sensors, and review the calibrated
sensor data. The second element, the graphical interface,
provided the user with an overhead view of the current
configuration and the desired end-effector position. For
the graphical display, line segments represented each link
of the robot. An operator commanded the desired end-
effector position of the robot by first moving the on-screen
cursor with the mouse to the desired position within the
robot workspace, and then depressing the left button on
the mouse to fix the desired position. Obstacle detection
illuminated a visual cue on the display at the point
representing the sensor location on the robot. The
graphics refreshed each cycle of the software.

Control Algorithm Development

MSI investigated several control techniques,
including both closed-form and heuristic algoﬁtpm&
before selecting an approach. The ideal control algorithm
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would enable the robot to detect obstacles, avoid
collisions, and maintain a desired end-effector trajectory
without any prior knowledge of the work space. The
algorithm also had to be sufficiently compact and efficient
for use in real-time on a PC-based cell controller.

The control algorithm implemented, based upon the
1985 work of Maciejewski and Klein,> achieved the two
goals of maintaining a desired end-effector velocity and
providing obstacle avoidance in a dynamic environment.
To do this, the algorithm combined the desired end-
effector velocity with a calculated obstacle velocity to
obtain the required manipulator joint velocities. The
original algorithm gave highest priority to achieving the
desired end-effector position, while using the available
degree of freedom for obstacle avoidance. Our
modification to their algorithm instead placed top priority
on avoiding the obstacle, allowing movement to the
desired end-effector position only if the path was clear.

As a result, the implemented algorithm supported
three modes of operation, depending on the location of the
closest obstacle to the arm. In Mode 1, when no objects
were within range of the sensors, the arm simply moved
to the desired end-effector position. If an object came into
sensor range, the arm entered Mode 2, where the arm
moved to the desired end-effector position, while avoiding
the obstacle using the redundant degree of freedom.
Finally, if the obstacle came too close, the arm switched
to Mode 3, where it would move all joints necessary to
avoid a collision. The switching between modes occurred
transparently and smoothly, without any action by the
operator. We based switching solely on the current sensor
data. This led to an intuitively agreeable operation of the
arm. A description of the algorithm follows below.

The end-effector velocity, X', is related to the joint
velocities, denoted by the n-dimensional vector Q', where
n is the number of degrees-of-freedom, by the equation

x'=JQ ¢y

where J is the Jacobian matrix. In the case of redundant
manipulators, the inverse of J is not defined because it is
rectangular. Instead we calculate the pseudo inverse, !
using the following equation:

Jt=JT (33T y1 (2)
The general solutipn to equation 1 is given by

Q =Jx'+@-J" Nz 3)
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where I is an n by n identity matrix, and z is an arbitrary
vector in q' - space. Thus, we decompose the resuitant
joint angle rates into a combination of a least squares
solution of the minimum norm, plus a homogeneous
solution created by the action of the projection operator I -
J* J (which describes the redundancy of the system)
mapping an arbitrary z' into the null space of the
transformation. By the application of various functions of
q to compute the vector z, we can configure the
manipulator to achieve some desirable secondary criterion
under the constraint of the specified end-effector
velocity.d

The obstacle avoidance approach identifies, for each
period in time, the point on the robot that is closest to an
obstacle. We call this the obstacle point, and assigned to
it is a desired directional velocity component away from
the obstacle surface.> This method is ideally suited for
robot systems incorporating numerous proximity sensors
about their periphery, where each individual sensor
provides a discrete value representing the distance of that
portion of the arm to the obstacle. By monitoring all of
the sensors, it is relatively simple to determine the part of
the robot that is closest to an obstacle at any time. The
primary goal of the specified end-effector velocity and the
secondary goal of obstacle avoidance are thus described
by the equations

Je Q' =xe 4
b Q'=x0 5)
where: Je - end-effector Jacobian

Jo - obstacle point Jacobian
xXe - specified end-effector velocity
xq - specified obstacle point velocity

We give the set of solutions to exactly satisfy the desired
end-effector goal in the form of equation 3. Substituting
this solution into equation 5, the resuit is

Jo (TaTxa' + A- Tt Je) 2)
b P s A R e e gl 4 Sl [
which can be solved for the desired homogeneous

solution. Solving the above equation for z leads to the
following equation:

% = 1Q'

z®m [Jo@-JoT IJIT (o -Jp JeT2e) (D

We substitute this result back into equation 3 to provide
the desired solution satisfying both goals under the
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constraints imposed by the number of available degrees-
of-freedom, yielding:

Qi Je+ xg' +[Jo (I~ Je+ Je)]+ (xo' - Jo Je+ ) @

Finally, adding a term to move the arm away from
obstacles, and placing top priority on avoiding obstacles
yields:

Q' =J¢" x¢' + [T A-Je ™ JIF (xg' - Jg Tt x¢")
+kJy(xg' - Jp Tt X" )

Each of the terms in the preceding formulation has a
physical interpretation. In the redundant case, the
pseudo-inverse solution of the desired end-effector
trajectory Je+ Yo' guarantees the exact desired end-
effector velocity and minimum joint velocity norm. We
use this matrix to transform the desired obstacle point
motion from Cartesian obstacle velocity space into the
best available solution in the joint velocity space, again
through the use of the pseudo-inverse. The second
component sacrifices the minimum norm solution to
satisfy a different goal, that of obstacle avoidance using
the redundancy. The matrix, composed of the obstacle
Jacobian multiplied by projection operator Jo, (I - Jot Jo),
represents the degrees-of-freedom available to move the
link's obstacle point without moving the end-effector. We
scale the third component by the parameter k to force the
arm away from any sufficiently close obstacles,
abandoning the desired end-effector position if necessary
in order to avoid a collision.

We find the parameter k in equation 9 by setting a
threshold on the sensor data from the skin. If the sensor
reading associated with the obstacle point exceeds this
threshold, we gradually increase the parameter k in
proportion to the sensor reading, until we drive the arm
away from the object. The vector describing the desired
obstacle point motion is the commanded motion, x,’,
obtained from the sensor data, modified by subtracting the
motion caused at the obstacle point by satisfying the end-
effector velocity constraint Jy J ' xg'.

We calculate the specified end-effector velocity, xe,
by taking the difference between the current and desired
end-effector position. After determining which sensor on
the manipulator has the highest reflected energy signal,
we set the magnitude of the specified obstacle point
velocity in proportion to this sensor's measured value.
The direction of x,, equals the sum of the joint angles of
the arm, plus or minus 90 degrees, depending upon which
side of the arm the sensor is fastened. Currently, we use
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only the single point closest to the arm in the equation to
develop desired joint velocities. In some instances, this
may cause the manipulator to oscillate between two
configurations. This would occur if the we drive the arm
out of the range of one obstacle, only to be left closer to
another obstacle. During the next cycle, the manipulator
might then be driven back toward the original obstacle.
We can reduce this effect by monitoring several sensors
simultaniousty, which represents obstacles close to the
manipulator, and adding their respective components to
the homogeneous solution:

Q' =3 xi + X0, [ . (- 31 3]+ (x - 3. 3¢ x0) (10)

The algorithm presented here meets all of the
requirements developed for this application, and it is
extendible to highly redundant planar or spatial robot
manipulators. We demonstrated two control methods
during system testing: repel and teleoperation. The repel
condition maintains a desired end-effector position while
the manipulator is exposed to dynamically moving
objects. To accomplish this, we maintain the desired
end-effector position while the links of the manipulator
move to avoid colliding with the objects. In the
teleoperator condition, meanwhile, the operator
commands in real-time the desired end-effector position
of the robot, and the robot moves to the desired end-
effector position while avoiding obstacles detected by the
sensitive skin. We successfully demonstrated the system
in both conditions, with multiple, dynamic objects in both
cases.

Results of Original Testbed

We built and demonstrated a fully functional
collision avoidance system for kinematically redundant
robot manipulators. The results indicated that it was
feasible to use proximity sensor-based control of
redundant manipulators in constrained environments.
The infrared sensor system demonstrated a sensing range
of approximately 8 cm (3 inches), and an ability to detect
a wide variety of objects. The sensing technique
depended on measurements of the amplitude of the energy
reflected back from the object to the sensor-receiver. The
cell controller polled the entire sensor system at an update
rate of approximately 3 Hz, sampling each of the 49
sensor pairs 30 times and averaging the readings, in order
to reduce noise in the system. The resuiting sample rate
proved adequate for the test robot.®

Thus, this novel sensor-based motion planning

approach for kinematically redundant robots provided
real-time guaranteed safe motion around detected
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obstacles in a cluttered, partially modeled, or dynamic
environment, while allowing the end-effector to reach the
desired position in the workspace. Certain limitations of
the sensing system were evident, however, including: a
low sensor update rate; limited detection range, inability
to detect some materials; and, a high level of noise in the
analog circuit. Successful commercial implementation of
this technique would require an improved method of
detecting obstacles and processing sensor data.

The limitations of the sensing capabilities led to the
development of the sensorCell, described in section 4, to
provide a greatly enhanced method for obtaining the
proximity data. The development of a new testbed
incorporating a closed-loop servo controlled robot, an
improved implementation of the control software using an
object oriented language (Borland C++), an improved cell
controller (a 50 MHz 486 PC) and 14 infrared sensorCells
is providing an excellent demonstration platform.

RELATED RESEARCH

MSI completed a related investigation into improved
sensing capabilities entitled Sensor Technology for
Robotic Obstacle Avoidance, under NASA Phase I SBIR
contract NAS10-11860 in July 1992.4 The primary
purpose of this project was to evaluate the ability of
several different sensing media to detect materials found
on or near the Space Transportation System space
shuttles. We constructed-and tested infrared, capacitive,
and ultrasonic sensors. Improved methods of obtaining
and processing sensor data resuited in the development of
a distributed processing electronics system, termed a
sensorCell.

Sensor Capability Study

During this project, we constructed and tested fully
functional infrared (IR), ultrasonic, and capacitive
proximity sensors. We developed a special test fixture
and software to collect data on the detection capabilities
of the three sensor types. The design of the fixture
allowed for testing material samples in both the X
(displacement) and Y (direction) coordinates. This
provided performance data on both range and directional
sensing capability. We designed and built a prototype
distributed processing electronics system to support
operation of each sensor.

The testbed infrared sensor was able to detect all of
the materials tested at a minimum range of 10 cm (4
inches). MSI observed a broad angle of sensitivity, which
would support overiapping coverage in a muiti-sensorCell
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environment. The later version of the sensorCell was also
able to detect ceramic coated space shuttle insulation
material at approximately 20 cm (8 inches), also an
improvement over the testbed configuration.

The ultrasonic sensor likewise was able to detect
each of the material samples. Minimum detection range
was 8.25 cm (3.5 inches), with a detection zone width
about 10 cm (4 inches). The width of the target detection
beam increased with the distance to the target, indicating
a conical beam shape, as expected. The data also showed
that the sensor easily detected the tile over the maximum
range of the testbed, approximately 50 cm (20 inches).
However, the magnitude of the response signal, indicated
by the number of counts, did not vary significantly, i.e.,
the sensors positively detected the target, but could not
make an accurate determination of relative range.

Although able to detect all test materials, the
capacitive sensor, based on the capiciﬂector,7 exhibited
the most limited detection range of the test systems. The
range varied from 3.75 to 7.5 cm (1.5 to 3 inches).
Within these ranges, the magnitude of the measured
changes was extremely low and could present detection
problems in noisy environments. The material properties
of the target materials and/or the specific implementation
technique may have caused this relatively poor
performance. Also, the size and composition of our test
materials may not be conducive to long range capacitive
detection.

Sensor System Hardware Improvements

The sensorCell evolved from the need to minimize
the amount of robot cell controller computational
overhead caused by collision avoidance data handling and
analysis. Distributing the processing intelligence over
many dedicated micro controllers appeared to provide an
optimal solution. We sought to minimize cost, leading to
multiple sensors sharing the same microcontroller
hardware. We also required an efficient method of
reducing and transmitting the resulting data due to the
large number of sensors to instrument an entire robot
manipulator. Additionally, we deemed as necessary a
robust communication capability between sensorCells and
the host computer, support for multiple sensor media, and
a high level of fault tolerance.

The equipment designed and built during the project
satisfied all of the above requirements. We selected
reflected IR light amplitude as the sensing technique for
the prototype sensorCells. Localization of the sensory
hardware to each sensorCell limited analog signal
distribution to the sensorCell itself. We converted the
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analog object proximity information to a digital form
extremely resistant to transmission noise. As a resuit, we
eliminated previous problems with signal noise between
the sensors and robot cell controller.

The use of digital communications between
sensorCells, and between the sensorCells and the
controller, also allowed development of a standard for the
presentation of proximity information. The standard
interface made the sensory mechanism of the individual
sensorCells transparent to the robot controller, enabling
the concurrent use of different sensing media on
neighboring sensorCells. @ The result is that each
sensorCell appears generic to the controller system. We
developed a novel communications architecture to pass
commands and information between the controller and
the sensorCells. This design allows the controller to
command all of the sensorCells simultaneously, and
permits immediate communication of proximity alarms to
the controller from the sensorCells. Additionally, each
sensorCell has a unique address, even though it may be
otherwise identical to all other sensorCells. Controller
coordination of scanning and identification of the source
of proximity information and alarms requires this unique
address. The design supports a two-dimensional array of
sensorCells, 32 cells wide by 32 cells long with a
maximum of 1023 sensorCells in a single system.

Under the Phase I contract we constructed and tested
three fully functional IR sensorCell prototypes. Each
sensorCell contained two emitters and eight receivers
arranged in two approximately square-shaped elements.
Operational characteristics of individual sensorCells were
measured. @ We observed significant detection range
increases were observed over the initial development
prototype version, which incorporated a single sensing
element. @ The software and firmware successfully
implemented the described communications protocol
enabling redundant, fault tolerant data transmission
between the sensorCells and the control computer. Scan
time was 10 ms for a single board with no obstacles
present. This corresponded to a single cell scanning
frequency of 100 Hz in the preferred mode. The backup
communications mode scan time was 12 ms.

CURRENT WORK

MSI is currently conducting work under NASA
Phase II SBIR contract NAS10-11910 to develop and
implement a fully functional proximity sensor skin and
control system for a Robotics Research 1207 manipulator.
This two-year effort includes: extension of the control
algorithm to seven degrees of freedom; improvements in
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sensor detection range; construction of a sensor skin
containing a distributed array of infrared sensing devices
and related electronics; and, installation and testing of the
system on a Robotics Research 1207 device. We are
presently performing capability testing and performance
optimization using a new demonstration platform. It
incorporates a PUMA 600 articulated robot and 14
upgraded sensorCells mounted about the robot's
periphery. For test purposes, we configured the robot to
provide a single kinematic redundancy with three axes in
a vertical plane by fixing the position of the fourth axis so
that axes' two, three and five are parallel. We added a
short link to the tool mounting flange to provide a third
planar link.

We installed an improved version of the sensorCell,
designated revision B, for optimization and testing.
Revision B devices provide improved sensing capability
and increased control of the sensorCell system.
Improvements include: re