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JOHN V. LOMBARDI 
PJmmDim'T 

Dear Friends: 

UNIVERSITY OF FLORIDA 

April 19, 1993 

I am delighted to welcome the Sixth Annual Conference on Recent Advances in 
Robotics to the University of Florida campus. 

It is a privilege for the University of Florida to serve as a hub at such an exciting 
time of technological advances. This is the first year we have hosted the 
conference, and I look forward to participating in the activities that will help spur 
our country towards innovative leadership in the robotics industry. 

This conference is a chance for the University of Florida community to be an 
important part of the accelerating changes that will soon encompass the whole 
world. This is a time to reflect on the developments that scientists and engineers 
in both academia and industry have made in robotics, manufacturing, automation, 
machine intelligence and space applications within the past few decades and to 
anticipate the discoveries yet to be made. 

I hope you also will use this time to explore our campus and the resources we 
have here for technological research and development. We are happy to serve as a 
meeting ground for leaders of the robotic community in the state of Florida. 

On behalf of the faculty, students and staff of the University of Florida, I extend a 
hearty welcome and wish you all a successful and productive conference. 

Sincerely yours·, 

226 TIGERT HALL. GA..INESVILLE. FLORIDA. 32611 904-392-1311 
EQu..u. ExPr.onl:mrT Orf"'WIUJhi I I ~ AcTioW .ExPI.cJTml 



CONFERENCE CHAIR'S MESSAGE 

The University of Florida welcomes participants and guests to the Sixth Annual Conference on Recent 
Advances in Robotics. This yearly conference, established by Zvi Roth and his colleagues at Florida 
Atlantic University five years ago, provides an opponunity for researchers, industrialists and State 
government employees to meet and discuss the state of robotics, manufacturing, automation and machine 
intelligence, in the State of Florida. This year I propose we establish and charter a Florida Robotics 
Society whose objectives would be 1) to help sponsor these yearly meetings, 2) to provide a consultant 
service to industry and the state, 3) to act as an advisory body to State government concerning technical _ 
matters in robotics and manufacturing, 4) to encourage the development of robotics and high-tech 
manufacturing in the State, 5) to expand graduate programs in robotics to include possible internships, 
and, in general, 6) to keep Florida in the vanguard of robotics, high-tech manufacturing and machine 
intelligence. Such an endeavor can only be successful, of course, with your support and enthusiasm. I 
look forward to meeting all of you and wish all a successful conference. 

Acknowledgement: 

Many thanks to Kimberly Cephus and Eric Schwartz for their hard work in planning and executing the 
administrative functions so necessary for making this conference a reality. Thanks to Professor Joe 
Duffy and CIMAR and the Department of Electrical Engineering, University of Florida for their support 
ancL of course, to you the presenters for making it all possible. 

Keith L. Doty 
Conference Chairman, 
Sixth Annual Conference on 
Recent Advances in Robotics, 
April19, 1993 
Gainesville, Florida 
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Remote Operations Technology 

Michael Sklar, Kent Banks, Mark Thomas 
McDonnell Douglas Space Systems • Kennedy Space Division 

Abstract 

Space programs currently in operation and those planned 
for the near future have an extensive need to operate 
robotic systems remotely. This capability would allow 
ground controllers to perfonn critically needed tasks 
without the use of on-board astronauts. It also makes 
advanced exploration possible for various planets that are 
unlikely to be explored by humans in our lifetime. 
However~ today's state-of-the-art robot control technology 
and space communications capability is inadequate to 
perform difficult tasks remotely. A new method of user 
interaction based on high-level commands and users 
acting at an intuitive level is required. This paper 
describes what high-level control is and the technologies 
required to make it work. Any system employing this 
technology requires the use of standardized~ supervisory
control computer architectures. An overview of control 
architectures being used or developed by various 
govemmen~ industrial and university laboratories is also 
presented here. The paper provides an introduction to 
remote operations technology, high-level user interfaces 
and some of the component technologies required for this 
enabling robot control capability. 

The Need For Remote Operations 

Remote operations involve an interactive user or 
teleoperator controlling a robotic system while located 
away from the worksite. The operator may be quite far 
from the robot~ or fairly close to i~ but has an obstructed 
view of the worksite. Many robotic applications. 
especially those involving military, space and other 
hazardous operations. require remote operation. 
Environments which would expose humans to dangerous 
hazards such as toxic fumes and radioactive material 
must use robotic devices operated remotely by humans. 
In many cases it is not feasible to get a human operator 
where a robot can reach. Planetary operations and deep 
underwater environments require the use of remotely 
operated robots in most cases. 

The majority of robotic systems in field or production use 
today are programmed or controlled by teach pendants or 
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joystick controllers. Teach pendants allow the operatOr 
to control either the individual joints of an arm or the 
motion of the end-effector in each of six Cartesian 
coordinate directions. This is a very cumbersome 
method of control, and is typically used only for highly 
repetitive manufacturing operations. Joystick controllers 
are used to command the end-effector of a robot to 
duplicate the motions of an operator's arm. 

There are numerous difficulties and problems with these 
control methods~ especially when they're used for remote 
operations. Tasks that involve fme~ precise motions or 
force interactions are difficult to perform with joysticks. 
Also~ since a joystick device commands a robot ann in 
real-time. extensive high-speed data communication is 
required. Furthermore, because the operator's physical 
motion is directly coupled to the arm motion, a complete 
view of the worksite and all of its obstacles is required. 
This is not possible for remote operations unless 
extensive sensor and video feedback is provided. which 
places even greater demands on the available data 
communications. 

Advances in remote operations technology are required 
to pezfonn more difficul~ realistic robotic tasks. 
Examples of these tasks include ground controlled Space 
Station Freedom Orbital Replacement Unit installation 
and spacecraft ground operations perfonned by robotic 
systems. There are two basic concepts that are now being 
considered to improve control capability. One of these is 
telepresence. This method of control is an extension of 
joystick control since it is based on physical motion of 
the human operator. This provides the operator with the 
feeling of actually perfonning the task at the robot site. 
Complete visual feedback. which is dependent on the 
position of the operator's head. is provided. Force and 
tactile infonnation is applied to the operator's hands. 
Furthennore~ computer graphics are used to place an 
image of the operator in the visual scene showing the 
effect of the operator's motions. This allows much more 
difficult tasks to be pezformed. However. the large 
volume of data that must be transferred to and from the 
operator exceeds present communications capabilities for 
remote operations. The other alternative method of 
control is the ability to provide natural language 
commands to a robot system. This relieves the operator 
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from the burden of direct physical coupling. This relies 
on the ability for an intelligent robot system to plan and 
control its own motions. Creating an operatOr interface 
that provides this capability is the fli'St step in developing 
improved remote operations technology. 

What is a High-Level User Interface 

Interactive human control of robotic devices can be 
performed at a number of different levels of absttaction. 
and can be grouped into three general operating regimes. 
Reference 1: 

1. Teleoperation - The human actively 
controls the individual maneuvers and 
actions of the robots; 

2. Telerobotics - The robotic system can carry 
out maneuvers on its own under full-time 
operator supervision; and 

3. Supervised Autonomy- Shared or traded 
control. in which the operator control and 
monitoring occurs on a less frequent basis. 

Figure 1 shows an example of the various levels of 
command absttaction for a planetary exploration vehicle 
and their corresponding operating regimes. There is a 
corresponding hierarchy of status modeling levels 
defining the operating state of the robotic ·system. At the 
higher levels. commands and status change less 
frequently and involve less detail. but typically require 
more abstract reasoning. Providing a user interface at 
these higher levels reduces the operator burden and 
fatigue and can improve system safety. For these 
reasons. and the fact that machines are not yet intelligent 
enough foc fully autonomous operation. a high-level. or 
telerobotic. interface provides the best regime far control 
of robotic systems performing unstructured tasks such as 
space operations. nuclear maintenance. etc. This section 
discusses some of the features and capabilities of such an 
interface. 

The telerobotic interface interacts with a user at a high 
level of abstraction. which means that the software must 
accept high-level commands. decompose these into low
level device control commands. abstract the low-level 
sensor feedback into composite status measures. and 
present the status information to the user. In order to 

collect-surface-samples 

/. .~ 
deploy-robot
V9hide 

cotlect-sample-A return-to
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/I" /.. .~ /1"-
move-vehide- stow-
collection-pt-A acquire-sample-A manipulator 

/I"/" .~/I" 
position-move- • • • 
~~o~-pt /compliance-mode- stow-sample-in-
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Figure 1: Example Command Decomposition Hierarchy 
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Table 1. Telerobotic Controller Functions 

Command Script Editing 
Task Decomposition 
Motion Planning 
World and State Modeling 
Graphic Simulation of Worksite 
Task Execution Control 
User Site/Robot Site 

Communications 
Device Interlaces 

accomplish this, the controller must have the 
functionality listed in Table 1. These processing 
capabilities can be distributed between the Usez Interface, 
located at the "user site," and the Robot Controller, at the 
"robot site." The higher the level of interaction between 
these sites, the lower the communication · bandwidth 
requirements but the greater the processing required at 
the robot site. The inter-site communication level is 
bounded by the level at which the 
user interacts. 

·Since a user interacts with a high
level user interface mainly 
through text and simplified 
graphics, standard computer 
platforms with rich graphic 
interfaces such as engineering 
workstations and high-end PCs, 
are the preferred implementation 
platforms far such an interface. 
The user enters data through the 
keyboard and simple position 
inputs such as a mouse. tracking 
ball or space ball, and receives 
feedback mainly through screen 
displays and possibly simple 
audio. The high-level interface is 
less likely to involve complex, 
special-purpose components, such 
as exoskeletal systemS and force-
feedback hand controllers, 
typically associaled with 
teleoperation. The high-level 
interface hardware plalforms have 
the benefits of low cost, flexibility, 
user familiarity, and rapidly 
increasing computational power. 

provides a number of windows or "panes," each of which 
displays status data from or accepts command inputs for 
a different activity. The interface is reconfigurable -
windows are sized and made visible or active based on 
the activity being perlonned. the devices being 
controlled. the level of control, the state of the system, 
and user preferences. Figure 2 shows an example of a 
user interface configured for script editing. 

Because of the abstract level of user interaction, the 
telerobotic interface is a universal controller capable of 
handling a variety of devices of different types and 
geometries. For example, the user interface f<r a robotic 
system perfonning space processing tasks would need to 
provide control for the base platform motion, the 
manipulator arm or anns, a suite of video cameras, and 
the various end effectors. The user interface would need 
to maintain configuration flies fCX" the different devices, 
with· information such as the device geometries, number 
of controllable freedoms, joint motion ranges, etc. These 
data would be used to bom1d the control actions, support 

The computer display screen for 
a high-level user interface Figure 2: Typical Configuration of a High-Level Interface 
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motion planning and graphical simulation, and configure 
the controls and displays of the user interface. The 
parameters for a device could be downloaded from that 
device's local controller at startup or connection time. 

The remainder of this section discusses some aspects d. 
the telerobotic interface functions listed in Table 1. 

Command Script Editing and Task Decomposition - A 
command script consists of a sequence of actions for the 
robotic system components. It defines, either explicitly 
or implicitly, modes in which to perfonn the steps, 
terminating conditions f<r each step, and branch 
conditions for selecting successive actions. The user 
interface provides means for viewing and editing scripts, 
and loading and saving them to flle storage. The 
command scripts are usually represented on the display 
screen as tabular data or flow diagrams with simple 
graphic icons. The scripts are organized hierarchically -
a task at one level in the hierarchy decomposes into 
several lower-level stepS of more detail (e.g., see Figure 
1). The user can select the level of abstraction for 
viewing the scripts, and by simple keyboard or mouse 
_actions move up or down the hierarchy to see the context 
or the expansion of the current task. At the higher 
levels, symbolic names are used to specify destinations, 
poses and actions; only at the lowest levels do these 
decompose. into numeric joint angles, force levels, etc. 

The task of developing command scripts is distributed 
between the telerobotic system developers who creare 
generic scripts for perfonning common activities, and the 
on-line user who selects specific parametezs for these 
scripts and combines them into a higher-level plan. For 
example, the developers may create a general script for 
removing access plates, and the user could "instantiate" 
that general script with a specific instance (e.g., "remove
access-plate ov I -cover with arm 1 ") and include it as one 
step in an inspection scripL The generic remove-access
plate script would build upon other scripts such as a 
remove-fastener script, also constructed by the system 
developers. 

Motion Planning - Since the operator does not defme the 
individual maneuvers of the robotic devices, a telerobotic 
controller must be able to plan and execute collision-free 
motions for the robots. This is one of the more complex 
tasks that the controller must handle. Humans perfonn 
the type of spatial and body-interaction reasoning 
required for motion planning all of their lives, and fmd 
the task quite natural. However, codifying this reasoning 
into efficient computational models is quite challenging. 
Motion planning is like object recognition in the sense 
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that the more natural and intuitive a task is for humans, 
the tougher it can be to implement it on computers. A 
high-level user interface could take advantage of human 
strengths by providing computer-assisted motion 
planning. For example, the operatOr might prescribe 
intermediate path points or select avoidance options, and 
the compute'Z could test the resulting paths or produce 
motion altematives. The interface would graphically 
display a _ representation of the robots and work 
environment, motion paths, and potential collisions. It 
would provide means for the user to specify robot 
positions and intezactively select motion options. 

Motion planning consists of three related planning 
activities: 

1. Path Planning- finding a collision-free path 
f<r a robotic device (mobile robot or 
manipulator ann) through a cluttered space; 

2. Fme-Motion Planning - planning robot 
motions, such as docking or assembly, that 
involve contact with bodies in the 
environment; and 

3. Grasp Planning - planning motions for a 
dextrous end-effector to acquire and fine-
position an objecL · 

The firSt two of these are required for almost all 
unsttuctured tasks, and grasp planning will become more 
imponant as robotic hand technology improves. For 
instance, in the inspection task example discussed above, 
the high-level user interface must plan a free-space 
motion to the access cover, plan compliant motions to 
contact and remove its fasteners, and plan other motions 
to remove and possibly stow the access cover. 

Much recent research deals with motion planning, and 
several algorithms have been demonstrated in laboratory 
environments (e.g., see References 2, 3). However, 
several practical motion planning issues have yet to be 
satisfactorily addresSed including: world model 
conversion and use (see the following subsection), 
planning efficiency, handling model and control 
uncertainty, tradeoff's between model-based and sensor
based planning/control, and effective use of manipulator 
redundancy (including multi-ann coordination and the 
redundancy inherent in having manipulators attached to 
a moving base). 

World Modeling- In order to use symbolic component 
specifications, model-based motion programming, and 
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automatic task decomposition, the telerobotic controller 
must maintain a "world model" that represents the 
configurations, locations and states of the robots and the 
objects in their environmenL For path planning uses, the 
world model represents the external shapes of objects and 
robot links and their expected positions and orientations 
in some global reference. This geometric model also 
supports graphic simulation of robotic activities, allowing 
the user to visualize task perfonnance on a simplified 
system model. The simulation can be used to suppon 
off-line programming of tasks and command scripts, 
preview execution of a task scenario, or monitor 
pezfonnance during actual system opt2'3tion. The 
simulation allows selection of pezspective parameters to 
show the view as it would be seen from robot site 
cameras. An advanced feature would be the ability to 
superimpose actual camera images on the simulation 
display, thereby supporting model registration and 
calibration. 

The geometric model should be hierarchically organized 
to promote efficiency and allow planning and viewing at 
appropriate levels of resolution. Tile high-level user 
interface should include a means for converting existing 
CAD models of components, facilities, etc. into the 
special-purpose solids models used by the motion planner 
and graphic simulation. 

In addition to geometric information, the world model 
must also maintain connectivity and functionality 
information. Considering the inspection task example 
again, the world model must represent the location of the 
access cover, know what fasteners hold this cover in 
place, where the fasteners are positioned relative to the 
cover, and how they are removed. This infonnation 
would be accessed and used when decomposing the 
general part removal script into stepS fer removing the 
individual fasteners. Object-oriented programming is 
ideally suited for implementing this type of functionality. 

Task Execution Control and Status Monitoring - The 
high-level user interface provides windows far control of 
the real-time system operation and fer monitoring the 
system status. The execution control window is always 
available during operation, and provides general conttol 
actions such as Execute Script, Emergency Halt, Pa~ 
Continue, Execute Immediate Move, and so forth. The 
immediate commands are limited based on the 
experience level of the user, and safety tests such as 
clearance checking are perfonned as actions proceed. 

Feedback from the robot sensors is used to determine 
system status during operation. A hierarchy of status 
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representation is maintained by the telerobotic controller. 
For example, joint resolver or encoder signals at the 
lowest levels are abstracted into joint position 
information, Cartesian end-effector locations, and 
symbolic configuration information. Camera images 
could be processed to exttact visual cues, such as points 
and lines, identify objects from these cues, and register 
the objects. Strain gage measurements could be 
converted into a set of forces and torques at a wrist 
sensor, and then these could be processed by subttacting 
gravity effects and adjusting the coordinate reference to 
detennine contact forces on a part being assembled. 

Wmdows are available in the user interface for 
displaying the status information, usually tabular data or 
simple graphics such as bar charts or gauges. For 
example, one set of gauges may display joint angles 
relative to their bounds, while another displays the force
torque state of the end-effector during a compliance 
operation. 

During system operation, the status infonnation is 
constantly compared with state expectations set up with 
the command scripL The state feedback is used to 
tenninate processing steps, enter error handlers, or select 
script branches. 

Supervisory Control Architectures 

Any advanced telerobotic system requiring direct human 
interaction is controlled by numerous software processes 
executing on one or more computer processors. These 
processes perfonn the functions shown above in Table 1. 

A supervisory control architecture contains the 
components necessary to integrate these processes into a 
supervisory control system. It also provides the ability to 
control and communicate between the various processes. 
In developing remote operations technology, attempts are 
being made to use standard architectures and computer 
platfonns to maximize portability and minimize . 
development time. Thus, a number of control 
architectures that have been developed and used in 
laboraury test-beds have been examined for their 
potential use in a remote operations system. These 
architectures perfonn various functions of a complete 
architecture. Some of them attempt to provide an entire 
controller and some provide only portions of one. An 
overview of some of the available control architectures is 
presented below. 

BPI - Intelligent Machjne Architecture 
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Recent research at the RPI Center for Intelligent Robotic 
Systems f<r Space Exploration (CIRSSE) has 
concentrated on the Theory of Intelligent Machines. As 
described in Reference 4, the intelligent machine (1M) 
encapsulates autonomous robot functionality in a tri-level 
hierarchy comprised of the Execution, Coordination, and 
Organization levels. 

The Execution Level contains physical devices and 
provides their associated basic conttol services. The 
Coordination Level is composed of a dispatcher and 
multiple coordinators. The dispatcher receives and, as 
needed. decomposes commands from the Organization 
Level and communicates them to the appropriate 
coordinators. The coordinators select the most efficient 
methods of accomplishing tasks in real time and 
communicates them to the Execution Level for 
implementation. The Coordination Level also provides 
communications for the IM, attempts to resolve error 
messages received from the Execution Level, and 
schedules the use of system resources. The Organization 
Level is responsible for performing intelligent planning 
and reasoning at an abstract level and fa- responding to 

. errors that the Coordination Level was unable to resolve. 

Together, the components of the IM comprise an 
architecture that represents the principle of Increasing 
Precision With Decreasing Intelligence, Reference 4. 
CIRSSE researchers have implemented the Execution 
and Coordination levels of the IM. The result of their 
efforts are the CIRSSE Test-bed Operating System 
(CfOS) and the Motion Control System (MCS) shown in 
Figure 3. 

UNIX 

Figure 3: 

Organization Level 

Coordination Level 

MCS vss 

CTOS 

VxWorks 

Components of the 1M. 
Adapted from Reference 4. 

CIRSSE Test-bed Operating System (CTOS)- eros 
was developed to provide a consistent programming 
interface to the hardware in the CIRSSE test-bed. Mce 
generallY, CfQS provides a set of System sezvices that 
facilitate the development of distributed telerobotic 
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applications. System-wide communication, task 
distribution, and task synchronization are available 
through the services that constitute CTOS. 

The Bootstrap Srzvice reads configuration flles that 
specify desired task distributions, loads and initializes 
programs on the requested processors, and synchronizes 
the processes foc system startup. The Task Identification 
Srzvice associates a unique identifier with the symbolic 
name of every process run under eros. These 
identifiers serve as the "address" of processes in the 
distributed environmenL The Message Passing Service 
uses these addresses to provide system-wide 
communication foc erOS. It dispatches messages to 

processes regardless of their location by obtaining their 
address through associated symbolic names. Low-level 
communications are supported by the fmal two services. 
The Synchronization and Inter-processor Blocking 
Srzvices facilitate real-time execution perfonnance 
through high-speed communication. 

eros is an event-driven application environment, i.e., 
messages are passed and event-handlers are frred in 
response to events that occur in the system. As such, 
application developezs create eros control applications 
by defming collections of event-handler functions. 
CIRSSE periodically offezs training in the use of eros 
andMCS. 

Motion Control System (MCS) - The CIRSSE Motion 
Conttol System is a modular real-time control system 
that provides control of multiple manipulators. MCS is 
implemented as an open architecture in a distributed 
environment and supports a variety of computing 
platforms. MCS makes up the lowest level of the IM; it 
maintains detailed state information on the physical 

Figure 4: MCS Architecture. 
Adapted from Reference 4. 

Client Interface 
Layer 

Motion Planning 
Layer 

Motion Control 
Layer 

Testbed Interface 
Layer 
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devices in the test-bed and passes only command status to 
higher levels of the IM. As seen in Figures 3 and 4, 
MCS is layered on top of eros in four modular layers 
with well defined interfaces. 

The most abstract layer of MCS is the Client Interface 
Layc-. As its name implies, the client interface sezves as 
a consistent entry point fer MCS. It is responsible for 
receiving commands from higher levels of the IM and 
passing them on to the Motion Planning Layer. The 
motion planner genentes ttajectory information, which 
the Motion Control Layer uses with feedback from the 
device sensor to detemrine joint torques values. These 
values are sent to the foundation of MCS, the Test-bed 
Interlace Layer. The test-bed interface contains device 
drivers that convert the digital commands into analog 
signals and control the system actuators. 
One additional component spans the four layers of MCS 
to oversee its operation. This component, the State 
Manager, is responsible foc monitoring system 
configuration and for coordinating the functionality of 
the other layers. It also pezfonns resource allocation and 
confli~t resolution and maintains the state of the system. 

MCS and eros were developed in the C programming 
language. They run in a VME-based multi-processor 
environment and on UNIX workstations, respectively. 
These components of the 1M have been used at CIRSSE 
to control an 18 DOF robotic system. 

JPL - Modular Te!erobotjc Task Executjoo 
System 

A telerobotic system architecture designed and 
implemented at the NASA Jet Propulsion Laboratory 
Supervisory Telerobotics (STFLER) laboratory focuses 
on telerobotic conttol capabilities required at the robot 
site. The Modular Telerobot Task Execution System 
(MOlES), descnOed fully in Reference 5, attempts to 

maximize robot control capabilities while operating 
within limited computational constraints that may be 
characteristic of remote robot sites. Beyond baseline 
teleopexation, MOTES accommodates shared conttol and 
supervised autonomous control of a redundant 
manipulator. The MOTES architecture, seen in Figure 5, 
is composed of a number of modules, which in many 
ways mirror the Primitive level of the NASREM 
telerobot control architecture. NASREM, described in 
Reference 6, is a model f<r hierarchical conttol of 
intelligent machines which was an attempt to standardize 
the control of these machines. It was developed jointly in 
the mid 80's by NASA and NBS (now called NIST). 
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The Shared Memory Module serves as a coordinator of 
global memory. It provides a communication capability 
between other modules, maintains systemS status 
information, and contains queues of commands to be 
executed by specific modules. A task queue contains 
commands received from the user site. A reflex queue 
contains commands that should be executed in response 
to the occurrence of events. 

Remote 

Figure 5: 

Local Site System 

"' "0 

~ 
E 
E 
8 

t 

Motes Architecture. 
Adapted from Reference 5. 

The Executive Module is the liaison between the robot 
site and the user site. It receives commands from the 
user site and places them in the task queue in shared 
memory. The Executive also returns status information 
and requested data to the user site. 

The Dispatcher Module acts as an event manager, 
scheduling reflex commands for execution in response to 
occurring events. It also schedules task commands 
according to the state of the system and the issue time of 
tbe commands. The Monitor Modules monitor the 
system status for both normal and abnormal conditions, 
and the Sensor Modules collect and provide both real and 
virtual sensor data. 

The remaining modules combine to effect robot motion 
and therefore may be thought of collectively as an 
"execution module." The Control Modules generate 
motion control commands for the real and virtual 
sensors. These control commands are mapped to task 
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space and are placed in shared memory where the Fusion 
Module reads and aggregates them into task space 
commands. The task space commands are translated into 
actuator space commands foe the physical devices by the 
Task to Joint Map Module. Fmally, the Device Driven 
Module communicares tbe -actuator commands to the 
target robotic devices and collects swus data. 

JPL has implemented this architectme in the Ada 
programming language on 68020 processors in a VME 
environment. The initial implementation of MOTES was 
used to control a Robotics ReseMCh 7 DOF redundant 
manipulator. 

Telerobotjc I nte reo n nectjon Protocol 
(Tel RIP) 

Telerobotic control architectures are founded on an 
ability to communicate between processes and processors. 
Rice University, a member of the Universities Space 
Automation/Robotics Consortium., has implemented an 
architecture for distributing data in a complex distributed 
computing environmenL As described in Reference 7, 
the Telerobotic Interconnection Protocol provides 
mechanisms for inter-process data distribution using 
shared memory and socket level communications and 
inter-processor data distribution over networks via 
TCP/IP. It should be noted that this is not a complete 
robot control architecture., but simply a software tool that 
provides the basis foc creating a conttol architecture. 
TelRIP includes a communication protocol that describes 
the fonnat of data packets., an event-driven router process 
that sends and receives data packets., and a programming 
interface that allows users to create TelRIP applications. 

The TeiRIP communication protocol specifies a 
consistent fonnat fer data packets. It allows for the 
identification of numerous characteristics of each packet., 
such as data source., data size., and message type. This 
data packet fonnat is enforced by the router processes 
and the programming interface. 

TelRIP uses a router process to disttibute data. Each 
processor in a distributed environment runs one router. 
The routers are configured in a fully connected network., 
i.e . ., each router is connected to every other router to 
allow data to be distributed among all processes. Each 
process that needs to receive data "registers an interest" 
with its local router. This "interest" is actually a callback 
function to be executed when data of a certain type is 
available, i.e~ when an event occurs. A process sends 
data by telling its local router to distribute it The router 
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sends the data to interested processes on the same 
processor and broadcasts the data to the other routers in 
the network so they may do the same. This data driven 
approach allows distributed applications to be easily 
reconfigured because processes may be spread among 
processors with little or no impact to other system 
components. 

The fmal component of TelRIP, the application 
programming interface (API), provides a consistent 
library of C functions (TeiRIP is implemented in the C 
programming language) for creating distributed 
applications. The library contains functions that allow 
users to register processes with a router, to m~ipulate 
data packets., and to distribute data. There are also 
functions that allow a process to send and receive short 
messages~ to spawn processes on other processors~ to 
register timer events (functions that execute after a 
specified amount of time passes), and to handle file 1/0. 

TelR.IP runs on a number of platfonns including Sun and 
Silicon Graphics workstations~ MS-DOS PCs in a client
server relationship., and under the Lynx operating system. 
The available platform options, high-level data 
disttibution mechanisms, consistent API~ and 
straightforward user's guide offered by TelRIP provide 
users with the core capabilities required for supervisory 
control system development. 

Conclusions 

A number of current and planned robotics applications, 
ranging from nuclear maintenance, ground-based and 
on-orbit space operations, to interplanetary exploration, 
require human conttol from remote sites. A telerobotic 
controller with a high-level user interface is the best way 
to perform many of these operations. Such an interface 
allows the user to work at a more natural, intuitive level~ 
specifying abstract commands using symbolic identifiers 
and viewing composite status measures. In order to 
support this mode of operation, the telerobotic controller 
must provide advanced features such as command script 
editing, autonomous task decomposition, motion 
plaJining, world modeling and status monitoring. 
Researchers at several laboratories have developed 
architectures based on standardized computer platforms 
to support implementation of such controllers. These 
architectures provide common services, such as 
processing task allocation and scheduling, and inter
process communication and control. McDonnell Douglas 
Space Systems researchers are integrating and advancing 
these technologies in the development of a universal 
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remote system interface that will be capable of 
controlling a variety of robotic devices perfonning a 
range of space-related processing operations. 
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A SMART KINESTATIC INTERACTIVE PLATFORM 

M. Griffis and J. Duffy 
Center for Intelligent Machines and Robotics 
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Gainesville, Florida 32611 

ABSTRACT 

This paper presents a newly patented in
parallel platform which is geometrically simple. It 
has six distinct connecting points in both the base 
and top platforms. The forward solution can be 
determined by solving an eighth degree polynomial. 

INTRODUCTION 

Over the past few years, there has been an 
ever increasing interest in direct applications of 
parallel mechanisms to real-world industrial 
problems. In situations where the needs for accuracy 
and sturdiness dominate the requirement or a large 
workspace, parallel mechanisms present themselves 
as viable alternatives to their serial counterparts. 
This article is confined to the forward displacement 
analysis of Stewart Platform-type parallel 
mechanisms. In the general sense, each of these 
mechanisms consists of two platforms that are 
connected by six prismatic joints acting in-parallel. 
One of the platforms is defined as the "top platform.'' 
It has six degrees of freedom relative to the other 
platform, which is the "base." It is then required to 
compute all possible locations (positions and 
orientations) of the top platform measured relative to 
the base for arbitrary sets of six connecting prismatic 
leg lengths. Each prismatic pair is connected at each 
end to the base and top platforms by ball and socket 
joints. 

Stewart1 introduced his platform in 1965 as 
an aircraft simulator. Since then, many parallel 
mechanisms containing prismatic joints have been 
called Stewart Platforms, although Stewart originally 
suggested only two different arrangements. Hun~, 
1t1ohamed and Duffy4

, Fichte~, Sugimoto6
,7, Rees-
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Jones8
, and Kerr9 all suggest use of Stewart 

Platforms, with various applications ranging from 
manipulators to force I torque sensors. Reinholz and 
Gokhale10 (as well as Miura, Furuya, and Suzuki11

, 

and Miura and Furuya:2
) investigated an interesting 

application in the form of "Variable Geometry Truss 
Robots (VGTs)." It is apparent that NASA's 
octahedral VGI is in fact founded on the simplest of 
the Stewart Platforms. 

Much of the research in the literature has 
devoted extensive effort to the reverse displacement 
analysis that is inherently simple for parallel 
mechanisms (viz. it is required to compute a set of 
leg lengths given a desired location of the top 
platform relative to the base). Few, however, have 
investigated closed-form forward displacement 
analyses for parallel mechanisms. Instead, they 
depend on purely numerical solutions. Behi13 

investigated a forward displacement analysis of a 
parallel mechanism that closely resembles a Stewart 
Platform. Numerically, he was able to find eight 
solutions. Reinholz and Gokhale10 used the Newton
Raphson technique to obtain an iterative solution for 
the forward displacement analysis of a Stewart 
Platform. 

A closed-form forward displacement analysis 
(as opposed to an iterative one) will yield much 
important information on the geometry and 
kinematics of a parallel mechanism. For instance, a 
closed-form solution for a Stewart Platform will not 
only yield the exact number of real configurations of 
the top platform relative to the base for a specified 
set of leg lengths, but also quantify the effects of 
errors in leg lengths on the position and orientation 
of the top platform. Furthermore, a forward 
displacement analysis of a Stewart Platform 
manipulator will provide a cartesian controller with 
necessary feedback information, namely the position 
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and orientation of the top platform relative to the 
base. This is especially important when the actual 
position and orientation cannot be directly sensed, 
and when the manipulator's configuration is 
determined solely from lengths of the connecting 
prismatic legs. Near singularities, purely numerical 
solutions may experience difficulties, since they 
provide no way to determine changes in closure. 

FORWARD ANALYSIS 

The forward analysis of in-parallel platfor 
ms has attracted much attention in academia in 
recent years. The most general in-parallel platform 
is called a 6-6 platform because there are six distinct 
connecting points in the base and six distinct 
connecting points in the top platform (see Figure 1). 
In this paper all connecting points are considered to 
be coplanar in both the base and top platforms. The 
closed-form analysis for the 6-6 platform has proven 
to be a most challenging task. 

Figure 1: General 6-6 Platform 

The most simplified form of the mechanism 
contains six legs which meet in a pair-wise fashion 
at three points in both the top platform and base (see 
Figure 2). This form of mechanism which was called 
the "3-3 Stewart Platform "1 was solved by Griffis and 
Duffy14

• Their solution was easily extended to a "6-3 
Platform" whose legs meet at six distinct points in a 
planar base (see Figure 3). Nanua, Waldron, and 
Murthy15 also obtained a closed-form solution for the 
6-3 Platform. A 6-3 Platform with a non-planar base 
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Figure 2: 3-3 Platform 

Figure 3: 6-3 Platform 

was analyzed by Innocenti and Parenti-Castelli16
• 

The maximum number of assembly configurations 
for the 3-3 and 6-3 Platforms are sixteen. For the 3-3 
and for the 6-3 Platform with six distinct connecting 
points lying in a plane it is necessary to solve an 
eighth degree in a variable x2

• This :yields a 
maximum of 8 real assembly configurations above 
the base and 8 reflected assembly configurations 
through the base. For the more general6-3 Platform 
with non-planar connecting points it is necessary to 
solve a general 16th degree polynomial. 

It is clear that the 3-3 Platform, an 
octahedron, has the simplest forward solution and it 
further became clear that apart from the 6-3 Platform, 
as more distinct connecting points were introduced 
the degree of complexity of the forward analysis 
increased. The most complex forward analysis is 
that for the 6-6 Platform. In order to gain insight 
into the problem formulation for the general 6-6 
Platform, the forward analysis for a sequence of 
platforms was performed. 

A number of 4-4 Platforms, for which the six 
legs connected either singly or pair-wise at four 
points in both the top and base platforms were 
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solved by L~ Griffis and Duffy17
• This was 

accomplished by deriving and solving polynomials 
of degree four, eight, and twelve. About the same 
time, Innocenti and Parenti-Castelli18 solved a 5-5 
Platform, which contains three singly connected legs. 
This was accomplished by deriving and solving a 
fortieth degree polynomial. Later Lin, Crane and 
Duf£yl9 solved a series of 4-5 Platforms. This was 
accomplished by deriving and solving various 
polynomials ranging from sixteenth degree to thirty 
second degree. Most recently, the solution to the 
general 6-6 Platform was obtained by Wen and 
Liang20 and Zhang and Song21

• It was necessary to 
derive and solve a fortieth degree polynomial. 

THE NEW Dol-PARALLEL PLATFORM 

As pre..-.riously stated, there is a real need for 
a closed-form forward analysis. It is, of course, 
possible to perform numerical iterations (an 
optimization using six independent variables) to 
obtain the position orientation of the platform. 

· However, it is well known that such iterative 
solutions have a tendency to "jump" from one closure 
to another. From a practical viewpoint, this is 
undesirable. 

The necessity for a closed-form analysis 
really manifests itself whenever a platform is to be 
used to control force and motion simultaneously. 
Any in-parallel structure lends itself well to a static 
force analysis particularly when utilizing the theory 
of screws8

•
9

• The wrench applied to the top platform 
can be statically equated to the summation of the 
forces measured along the lines of the six prismatic 
legs. Thus far this particular application of an in
parallel platform has depended on relatively "small" 
leg deflections, resulting in a "constant" 
configuration. However, employing a closed form 
forward analysis provides the analytics to monitor 
gross deflections of the platform and thereby permit 
one to consider the design of a compliant 
force I torque sensor. 

There is, however, a dilemma. The 
geometrically simplest parallel mechanism is clearly 
the octrahedron which contains six legs that meet in 
a pair-wise fashion at three points in both the top 
platform and base. The closed form forward analysis , 
involves the solution of an eighth degree polynomial. 
It is practical to solve such a polynomial rapidly and 
in real time. This is necessary when employing the 
platform to control force and motion simultaneously. 
However, such a platform has a serious mechanical 
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disadvantage. It is not possible to design the 
necessary concentric ball and socket joints at each of 
the double connection points without mechanical 
interference. Such a design is mechanically 
unacceptable. It is preferable to separate the double 
connection points in order to overcome the 
mechanical design problem. However, the closed
form forward solution for the general 6-6 Platform 
involves the solution of a fortieth degree polynomial. 
It is not practical to solve a fortieth degree 
polynomial in real time. 

The newly patented platform, illustrated in 
Figure 4 incorporates the benefits of both the 
octrahedron Platform and the general 6-6 Platform. 
There are six distinct connecting points in both the 
top platform and the base which avoids the 
mechanical interference problem. At the same time 
it is possible to control the position of the top 
platform employing the eighth degree polynomial for 
the forward solution of the octrahedron. This 
combination makes possible the simultaneous control 
of force and motion using the newly patented device. 

Figure 4: Special 6-6 Platform 
(U.S. Patent # 5,179,525) 

7 -
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Abstract 

A "Space Emulator" by which the motions 
of a manipulator carried by a small spacecraft 
can be emulated in lab environment is 
described. It consists of two Stewart platforms 
whose velocity and acceleration are controlled 
by Admittance Controller that acquires the 
interaction forces between the manipulator's 

·base and the space vehicle and between the 
manipulator and the task from ' two six degree
of -freedom force/torque sensors, mounted on 
the platforms. In return, the controller 
determines the required velocity for each 
platform so that a free-float motion is 
emulated. The required platform velocity is fed 
to platform controller which resolves it to link 
velocities. using the inverse kinematic solution 
of the platform. and feed the results to to 
control modules v.:hich regulte the velocity of 
each link in a closed-loop fasion. The 
descriptions of the mechanical structure, the 
force/torque sensors. the controller and the 
control/interface software are presented. 

I. INTRODUCTION 

As humanity branches out beyond the 
confines of our planet, robots will play an 
increasingly important role. The goal of robots 
in space \vill be to replace humans in a 
dangerous working environment with machines 
that can work harder longer and without the 
extreme safety precautions or expense [I]. 
Thus, robots will be an extremely important 
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element 1n mans establishing an extensive and 
long term presence in space. 

Control of manipulators in space 
environment is difficult since the vehicle to 
which the manipulator is attached to is free to 
float. As a result, motions of the robot and 
task interaction forces would cause a 
disturbance in the velocity / position of the 
vehicle and consequantly of the robot itself. 
Currently, robots carried by satellites are 
remotely controlled by ground or space based 
human operators which 1s difficult and 
expensive. Therefore, control techniques, which 
will make it easier for human operators to 
guide the manipulators through demanding tasks 
in space. need to be developed. 

In order to develop applications and control 
schemes to overcome these problems, it is 
necessary to emulate the free-float behavior in 
a laboratory environment. Space emulators , as 
described in this paper, can be used to develop 
and test new control strategies. path planning 
algorithms and applications (2]. They could be 
also used to train operators, here on earth, with 
greater safety and less expense than space based 
training. 

Such a space emulators is currently under 
construction at Florida Atlantic University 
Robotics Center and the purpose of this paper 
is to describe this particular system. 

n. SYSTEI\t DESCRIPTION 

The space emulator consists of two Stewart 
platforms [3,4], shown in Figure I. where one is 
used to emulate the motions of the spacecraft 
carrying the robot and the other the task 
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dynamics. A robot is placed on top af one of 
the platforms and the application hardware 
upon which the task is performed is placed on 
top of the other. Six degree-of -freedom force
torque sensors are mounted between the 
manipulator and it's platform and between the 
device and it's platform. These sensors measure 
the forces generated by the manipulator motions 
and the interaction forces between the robot 
and the task. These forces in conjunction with 
the dynamic model of the spacecraft and the 
task are used by Admittance Control to 
maneuver the platforms such that space 
conditions (zero gravity) are emulated. 

A Stewart Platform, illustrated in Figure 2, 
is composed of six variable length links 
(prismatic joints), a fixed base and a movable 
plate. Each link is attached to the plate by a 
ball joint and to the base by a U- joint. Since 
the link is realized by hydraulic piston whose 
rod is free to rotate about its axis and thus 
providing additional rotational axis, each link is 
actually connected at both end by U- joints. 
These particular pistons have 1.5" bore, 30" 
stroke and their minimum length is 54". 

The pose of the platform is defined as the 
relative location of {P} with respect to {B} 
where {P} is located at the center of the moving 
plate, OP' and {B} at the center of the base Ob. 
The pose and the velocity of {P} are determined 
by the length and velocity of each link 
respectively. Electro-hydraulic servo valve is 
used to regulate the flowrate of oil into the 
piston and thus determine its velocity. The 
flowrate through the electro-hydraulic servo 
valve is directly proportional to the electric 
current that flows through the valves inductors. 
Amplifiers are used to convert the voltage 
signal produced by a motion controller and a 
dither signal into the current required to drive 
the valves. A 50HP ( 1500psi 50gpm) hydraulic 
pump is used to power each platform and the 
maximum flowrate through the valves at this 
pressure extend the piston at a maximum 
velocity of 15in/sec. A rotary optical encoder, 
attached to the piston through a rack and 
pinion arrangement, provides the necessary 
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position and velocity feedback signals, that are 
used by a closed-loop controller JS will be 
explained later. 

The base and the plate are circular with 
radii Rb=3ft and Rp=lft respectively. The U
joints attached to the plate and the base are at 
P1 to P6 and B1 to B6 respectively. The 
coordinates of Bi, i=l. .. 6 with respect to {B} 

denoted as bi, and those of Pi with respect to 
{P} as Pi· 1 The X axis of {B} is selected along 
the line which bisects the angle B10bB6 , and 
similarly for X axis of {P}. The location of 
joints on the base and the plate are at: 

a =30°.90° 150°.210° 270° 3300 
b· - ' - ' ' 1 (1) 

The plate pose can be described a 3*3 
orientation matrix R and a translation vector q 

which define {P} with respect to {B}. The 
corresponding links lengths are given by the 
norms of the vectors 
expressed in {B}: 

connecting Bi to Pi 

Li =!R Pi +q -bi I i= 1 , ... ,6 (2) 

This relationship is used by the controller to 
determine the length and velocity of each link 
necessary to drive the platform to the required 
pose at a given trajectory velocity. 

The force sensors use straingages as · 
transducers and their signals are amplified by 
instrumentation amplifiers befor being fed to 
the admittance controller through a data 
acquisition board. The admittance controller is 
implemented on a 33MHz 486DX IBM/ AT 
computer which communicate the results 
(velocity references for both platforms) to the 
platform controllers through RS-232 serial 
ports. 
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The platform controller is implemented on a 
25MHz 386/7 IBM/ AT computer in which a 
motion control board was installed. Six 
modules, each implements a PID controller, are 
installed on this board and thus control all six 
links of the platform can be controlled 
simultaneously. At each sampling period each 
module is fed by the feedback signal produced 
by the encoder and with a velocity reference 
(communicated through the IBM/ AT bus) and 
in return it produces a new reference for the 
servo valve~. 

The required velocities of the links are 
determined by the pltform controller using the 
inverse kinematic solution of the platform. 
However, before applying these results the 
controller checks out whether any of the 
following kinematic constraints 1s being 
violated: I) Link length limitations; 2) Joint 
angle limitations;. and 3) Links interference [9]. 

. If no constraint is being violated, the results are 
communicated to the control modules. 

III. THE FORCE/TORQUE SENSOR 

Most force sensors include structurally 
flexible members in which high stresses are 
developed due to the load. The strain on these 
members are measured by transducers which 
their readings are related back to the load [5-7]. 
Such sensors can be made of simple, easy to 
fabricate structure and instrumented with low 
cost transducers. With this concept in mind, a 
sensor which constructed as two rings connected 
by three flexible members, have been designed 
(figure 3 ). In order to select dimensions of the 
flexible members (b - width and h- length of 
the element) the sensor was modeled using a 
commercial FEM code and the following 
characteristics were determined as function of 
these dimensions (see Figure 4 ): 

l.!\1aximum stresses under maximum 
anticipated load in order to avoid structure 
failure. 

2.Maximum strains 1n order to avoid straingage 
failure. 
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3.Sensor stiffness matrix condition number is 
order to estimate to what degree the six 
measured quantity are separately. 

4.Sensor sensitivity given by the norm of the 
vector F calculated under the assumption that 
the minimum possible reading from each 
bridge is one microstrain. 

5.Sensor natural frequency in order to avoid 
dynamic excitation of the sensor. 

Once the sensor was fabricated its stiffness 
matrix was determined by a calibration 
procedure the sensor was loaded with a uni
axial force (Fx ,FY or Fz), which its magnitude 
was measured by uniaxial load cell, and the 
corresponding reading from the straingages 
were recorded. Since it was impossible to 
apply a pure moment, a combination of a 
uniaxial force and moment was used. However, 
since the sensor readings due to the force are 
already known, it is possible to determine its 
readings due to a pure moment. 

An example of the calibration results are 
shown in figure 5 which illustrates the output 
from the six bridges during loading and 
unloading the sensor with a force in X 
direction. Linear relationships between the load 
and the outputs were established by fitting a 
straight line to the data. The slopes of these 
lines are the elements of the first column of the 
compliance matrix, C: 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 Fx 
0 0 

0 0 

0 0 

0 0 

0 0 

(3) 

Repeating the process for all other loads 
produces the rest of the coefficients of the 
matrix C. If the bridge output is not zero at 
'no load' condition a constant offset vector, G, 
has to be added to Eq. 1: 
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V =CF+G 

\Vhere: v 

F 
c 
G 

(4) 

- Sensor outputs (Bridges 
voltage) 

- Load 
- Compliance matrix 
- Offset voltage vector 

At the end of the calibration process a load 
applied to the sensor can be determined by: 

(5) 

The fabricated sensor has a sensitivity of 
about 5. natural frequency of about 700Hz and 
it stiffness matrix condion number is 70. 

VI. LINK CONTROLLER DESIGN 

Each control module, used to control the 
velocity and position of the piston, implement a 
digital PID controller with a sampling time of 
T5=341 microseconds. The required feedback is 
obtained by an optical encoder with a resolution 
is 21,600 counts per revolution which translates 
through the rack and pinion arrangement to 
7832 counts per inch. The module output, 
which is fed to the servo valve amplifier, has 
the ranges ±1 OV. The PID algorithm 
implemented by these modules is given by the 
following difference equation: 

n 

11(11) =f?Je(n) +KAe(n) -e(n -!)] +K, .~e(n) 

where: 

e(n) 

- Proportional gain. 
- Derivative Gain. 
- Integration Gain 
- Controller output at sampling 

period n. 
- Velocity /Position error at 

sampling period n. 

A dynamic model for the plant, (see Figure 
6 for system block diagram) consisted of the 
amplifier, valve and piston connected in series, 
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was determined through open loop step and 
frequency response experiments (Figure 7): 

G(s) 

The static gains of the plant, K, was found 
experimentally to be approximately 6. 73 
inchesjsecjvolt and a the time delay was 
measured directly from the step response. In 
order to design a sampled-data controller, G(s) 
with additional ZOH was transformed to Z 
domain. The ZOH added to the plant a gain of 
0.000305volt/count that corresponds to the gain 
of the DAC on the controller module. The 
transformation of Eq. (7) to Z domain yields 
[8]: 

G(z) 
1.5912 XlO-:t(z +3.695)(z +0.265)(z +oo) 

z30 (z -1)(~}-0. 987)(z --o. 973) 

Similarly, the controller difference equation, 
Eq. (8), was transformed to Z domain: 

U(z) (Kp +Ki +Kd)z 2 -{Kp +2Kd)z +Kd 

E(z) (z -l)z 

A PID controller was designed in Z 
frequency domain and then tuned on the actual 
system [8]. A PID controller with gains Kp=5, 
Kd=500 and K·=lO was found to produce 

' 1 

adequate response as shown in Figure 8. 

V. SOFT\V ARE DESCRIPTION 

The software that controls each Stewart 
platform is divided into two major parts: 1) 
Menu driven user interface which allows the 
user to drive the platform in variety of modes; 
and 2) Real-time routines that perform the 
inverse kinematics, check for constraints 
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violation and communicate with the control 
modules. The software was implemented using 
Borland Turbo C++ programming language. 

The user interface menu was design so that 
operator's errors will be minimized through 
"On-line Help" and Enabling/Disabling 
selections as the session progresses. In order to 
support variety of research activities, it 
provides several options by which 
velocity /position references can be fed to the 
controller. The following table illustrates the 
flow of menus and the options that are 
provided by the user interface: 

Leve Level 

I 
Level 

I 
Level Level 

II 
.., 

3 4 5 -
Operation Input Action 
Selection Source Selection 

Selection 
Log Initilize - Initialize 
in System Sequence 

Platform -Datafile -Move 
Space -RS-232 -Animate 

-Joystick 
-Teach 
Pendent 

Joint -Datafile -Move 
Space -RS-232 

-Teach 
Pendent 

Shut - Shut Log 
Down Down off 

The following provide a short description of 
the above options: 

Login/Logoff: The user through a "Pass Word" 
gain access to the system and his activity during 
the session is recorded in a log file. 
Initialization: This routine initializes the DCX 
motion controller's parameters, and moves the 
platform to the "Home" position defined as 
Xhome=[ 0, 0, 5.85, 0, 0, 0 ] where the element 
of Xhome are x, y, z, roll, pitch and yaw. This 
pose correspondes to driving each link to 
l/2(Lmin+Lmax). 
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Platform/ Joint Space: This feature allows the 
user to select the space in which motion will 
take place. In case of "Platform Space" the 
inverse kinematics routine that calculate the 
requiried link lengths in invoked, while in 
"Joint Space" link lengths are directly given. In 
both cases references can be provided by: 

Data File: Data file which contains 
precalculated poses (or lengths) along a 
required trajectory. 

RS-232: References are computed by other 
computer and communicated to the 
controller through a serial port at 
57000Baud 

Joystick: A six degree-of -freedoms joystick 
is used to drive the platform (not available 
in "Joint Space"). 

Teach Pendend: This routine allows the user 
to move the platform along a straight line 
to a new pose, specified in absolute or 
relative coordinate systems, with a specific 
trapezodial velocity profile. by selecting 
options with a mouse, that are listed in a 
graphics window on the PC monitor. 

Animation: This option allows the user to 
animate the platform motion and thus to 
determine whether the motion he had in mind 
will actually performed. Moreover, it make it 
possible to find out if any of the kinematic 
constraints would be violated during the 
planned motion. This option is extremly 
important since severe damage might occur in 
case of constraint violation. 
Shut Down: This routine leads the user through 
the correct sequense of power shut down in 
order to eliminate hazard situations. 

The Real-Time portion of the software 
performs the follwing tasks every 50 
miliseconds: 
!.Compute the required links' velocities using 

the inverse kinematic solution of the platform 
( 1 milisecond). 

2.Check whether a kinematic constraint is being 
violated, if so the motion is stopped 
(2miliseconds). 
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3.Communicate the new velocity references to 
the controller modules (22miliseconds). 

4. Check the status of the controller modules 
(25miliseconds) 

Most of the program execution time is 
devoted to communicating with the DCX 
motion control board, and together they 
consume about 90o/o of the program execution 
time T. In contrast, the in verse kinematic and 
the constraints checking subroutines use only 
about 6°/o of T. 

VI. CONCLUSIONS 

The design and construction of a "Space 
Emulator" that consists of two Stewart platforms 
whose velocity /acceleration is separately 
controlled by Admittance Controller is 
described. The design and calibration of the six 
degree-of -freedom force/torque sensor that is 
·used as a feedback device for the admittance 
controller is discussed. A model for each link 
was derived and a PID velocity controller was 
designed. In addition, the structure of the 
software, which is composed of user interface 
and real time routines, is presented. 
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Figure 6: Controller block diagram. 
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Abstract 

.-\. units · analysis of A. . x , and u in the linear sys
tem u = A.x leads to some generalizations about 
the eigenvalues of A and solutions x,. The weighted 
generalized-inverse is used to solve a discrete-time con
trol state tracking problem, i.e. an ;'optimar' control 
u,(ki), ki = ko, ... , k1- 1, is found given the initial 
and final states, x(ko) and x(kl). The conditions that 
determine the need for metrics are presented. and the 
theory is illustrated by an example. 

1 Introduction 

It is often necessary in robotics and control applica
t ions to ··invert:' non-square matrices. One finds in the 
robotics literature (with a few recent exceptions) and 
the control literature. the use of the ~loore-Penrose 
(pseudo-) inverse to solve these problems. The ap
plication of the pseudo-inverse, however. may lead to 
solutions which are not invariant to changes in refer
ence frames and/or changes in units. The weighted 
generalized-inverse (2 , 4] can be effectively used to 
replace the pseudo-inverse by finding an appropriate 
metric or metrics. 

For the linear vector equation u = Ax. the pseudo
inverse of A is physically inconsistent. in general. if the 
Euclidean inner product u 0 u = u~u (or x 8 x = x~x) 
sum different physical units (4. 6. 10]. In robotics . 
.i. is often the Jacobian J of the manipulator. x is 
the joint velocity vector q, and u is the 6-vector V 
composed of the three linear and three angular veloc
ity components. The pseudo-inverse of J involves a 
term J~ .J (for J full column rank and manipulators 
with less than six joints) or .] Jr (for J full row rank 
and redundant manipulators. i.e . with more than six 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April19-20, 1993 

joints). These matrix products often generate physi
cally inconsistent terms that add length squared with 
unitless quantities l3. -L -5]. Furthermore, in manipu
lators with at least one revolute joint, neither J;- J nor 
J ;r has physically consistent eigenvalues invariant to 
rigid-body transformations. 

It is also observed that the algorithm used in solving 
a particular type of state tracking problem in discrete
time control, x(k + 1) = A(k)x(k) + B(k)u(k), uses 
the pseudo-inverse. Again in this problem, the pseudo
inverse makes use of the Euclidean norm on two (usu
ally) non-Euclidean spaces. 

Researchers in several robotic applications (see ref
erences in (10)) and in some control applications. have 
solved these problems by using the ~Ioore-Penrose 

pseudo-inverse [2}. The invalid use of the pseudo
inverse is discussed in [10. 3. 4, 5] . These papers also 
refute the robotics literature that makes use of the 
""eigenvalues': and ·'eigenvectors'' of matrices whose 
eigenvalues do not have pnysically consistent units and 
are not invariant to changes in scale or coordinate 
transformation. 

The weighted generalized-inverse. through the intro
duction of metrics on the domain and image spaces, 
is found to be physically consistent and invariant to 
both changes in reference frames and changes in units 
[2, 4]. A key objective in (but not limited to) robotics 
and controls is to find metrics that are appropriate to 
the given application. 

Section 2 of this paper discusses the necessary and 
sufficient conditions for a matrix to have physically 
meaningful eigenvalues and eigenvectors. The discrete
time control problem is formulated in Section 3. The 
application of weighted generalized-inverses in a state 
tracking control problem is given in Section 3.1. This 
section also discusses the conditions that determine the 
need for each metric . finally. an example manipulator 
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system is analyzed in Section 3.2 to demonstrate con
ditions necessary for a system to have results invariant 
to scale and coordinate transformations. 

2 Conditions for Physically 
Consistent Eigenvalues and 
Eigenvectors 

\Vhen does a matrix A have physically consistent 
eigenvalues and eigenvectors? Let A be an n x n ma
trix, 

(1) 

and let the domain of A be X" , where xn is a space 
with physical units. The X"-space can be character
ized as follows . Let 3 be an n-vector of possibly dis
tinct physical units 

(2) 

Any x E X" is equivalent to an item-wise multiplica~ 
tion of {3 and y, y E ?R" , i.e. 

f3nYn r , (3) 

3 
so that ?If" - ·- X". 

Theorem 1 The equation Ax Ax is physi-
cally consistent if and only if units[akj]units[xj] 
units[A]units[x~c], for all j and k. 

Proof By hypothesis: 2:7=1 a~cjXj = AXk for all 
k. Recognizing that only identical physical units 
can be added together, we immediately conclude that 
units[akj]unitsxi = units(..\]units[xk], for all j a.nd k. 

Now, assume units[a~cj]units[xj] = units[A]units(xk] 
for all j and k. Clearly, the equation LJ=l akjXj = 
AX k is physically consistent for all k, i.e. Ax = AX is 
physically consistent. • 

Observe that units[akj]units[xj] = units(A]units(xk] 
implies that units(..\] = units(aii], for all i. Hence. any 
matrix with a physically consistent eigenvalue equa
tion must have diagonal elements with the same phys
ical units and all its eigenvalues must have those same 
units . 
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3 'Weighted Generalized
Inverse in Discrete-Time 
Controls 

A linear (or linearized) discrete-time control system 
can be described at time tk by the state difference 
equation 

x(k + 1) = A(k)x(k) + B(k)u(k) , (4) 

where x( k) is the state vector, x( k) E X" , and u( k) 
is the input vector, u( k) E [!P . If the matrices A( k) 
(ann x n matrix) and B(k) (an n x p matrix) are not 
functions of k (i.e. they are constant matrices), the 
system is time-invariant. 

The state solution to ( 4) for k > ko - which can be 
found by iteration of ( 4) - is 

x(k) ¢;(k , ko)x(ko) 7 
k-1 

2:: [¢;(k, j + 1 )B(j)u(j)] , (5) 
i=ko 

where <f;( k , j) is the n x n discrete-time state transition 
matrix, 

. . { A(k- 1) A(k- 2) · · · A(j), 
o(k,J) = In, 

not defined, 

fork> j 
fork= j , 
fork< j 

(6) 
and In is the n x n identity . matrix. 
( 4) is time-invariant , then 

If the system of 

o(k .) = { Ak-i , for time-invariant and k ~ j 
' J not defined , for k < j 

(7) 
Equation ( 5) at time k1 > k0 can be written as 

x(ki) = 6(k1 , k0 )x(k0 ) + P(k0 , kt}J.l , for k1 > ko , 
(8) 

where 1-l is the (k1 - k0 )p-vector of inputs , 

J-l= 

and 

u(k1-l) 
u(k1- 2) 

u(ko+l ) 
u(ko) 

(9) 

P(ko , kd [B(k1-l) , ... 

¢(k1 , k1 - 1)B(kl - 2) , 9 ( k1. k1- 2)B(kl - 3), 

· · · 0(k1, k 0 + 1)B(ko)] , for k1 > ko . (10) 
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where P( ko, k1) is a n x ( k1- ko )p matrix. If the system 
of ( 4) is time-invariant , then 

P(ko,kd [B AB A 2 B ··· A(kt-ko-l )B] , 

for time-invariant systems and k 1 > k0 . (11) 

In both the time-varying and the time-invariant 
case, P(ko, kl) is know as the controllability matrix of 
the system. A digital system is completely state con
trollable [8] if and only if the rank of P(k0 , k1) is n , i.e. 
the controllability matrix has full row rank. Observe 
that P typically does not satisfy Theorem 1. This 
has significant implications to the solution of the state 
tracking problem. 

3.1 Solving for the Input 11 

To solve for J.L (with k1 > ko), (8) can be rewritten as 

x(kd- olk1 , ko)x(ko) = P(ko, kl)J.L , (12) 

or 

(13) 

def def 
where y = x(kl) -o(kt, ko)x(ko) and P = P(k0 , k1). 

If P is a square matrix with rank n = (k1 - k0 )p, 
then P can be inverted and used to solve (12) for J.L, 

J.L = p-1(ko , k!) [x(kt)- <P(k1, ko)x(ko)] , 

for P(k0 , kt) full rank. (14) 

If P( ko, k1 ) does not have full rank, then a pseudo
inverse of P( ko . k 1 ) might be considered in order to 
solve (12) for the inputs f..l· As in the several instances 
in robotics where the pseudo-inverse is inappropriately 
employed , the use of the pseudo-inverse in this control 
problem may in certain circumstances not result in the 
minimum-norm least-squares solution expected. 

If P(ko, kt) has full row rank and n < (k1 - k0 )p, 
then the solution to ( 12) with minimum-norm IJ.LI that 
minimizes the least-squares error IY- PJ.LI is often (in
appropriately) taken as 

? 
pt(ko , kl) [x(kt)- ¢(k1, ko)x(ko)] , J.L = 

for P(ko , kd full row rank. (15) 

where pt = p-r( P pr)- 1 . \Vhen P(k0 , kt) does not 
have full row rank (rank n) ~ the system is not com
pletely state controllable and no exact solution can 
be found , although the pseudo-inverse for full column 
rankPisPt= ( P~ P)-lpr_ 

Doty et. a/. [4] and Schwartz [10] show that in gen
eral. the pseudo-inverse does not .apply unless J.L and 
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y have physically consistent Euclidean norms. The 
weighted generalized-inverse, however ~ can be used to 
solve this problem with the appropriate use of metrics 
on the input and state spaces. 

The weighted generalized-inverse that gives the min
imum M11-norm, Mr-least-squares solution toy= Pp. 
(see (4, 2]) is 

= 

= 

c# F# 

(Fr lvfr F)- 1 Fr Mr 

M;1 cr (C A-!; 1 cr)- 1 

(16) 

(17) 

(18) 

where P = FC is a full-rank factorization , F full col
umn rank and C full row rank. 

There are three special conditions of P that may 
occur to simplify the equation for p#: 

• If P has full rank. then p# = p-l and no metrics 
on either the J.L or x spaces are needed . Let F or 
C equal the identity matrix to easily verify this 
fact. 

• If P has full column rank , then p# = F# and no 
metric on the J.L space is needed. Let C equal the 
identity matrix to easily verify this fact. 

• If P has full row rank, then p# = C# and no 
metric on the x space is needed. Let F equal the 
identity matrix to easily verify this fact. 

3.2 Examples Using the Pseudo- and 
Weighted Generalized-Inverses 

To clarify the problems with the pseudo-inverse in the 
above controls problem, the following examples will 
show that the pseudo-inverse is not invariant to ei
ther scaling or coordinate transformations (on the in
put space. for this example). 

Consider the manipulator system of Figure 1. (In 
chapter 6 of Koivo [7], an alternate manipulator is 
given that would also demonstrate the concepts of this 
section.) Two masses M1 and i\tf2 are separated by 
spring k1. A second spring k2 and a damper c2 connect 
1\f2 to a revolute joint assumed fixed at some arbitrary 
angle for these examples. Mass Air has force fr act
ing on it . This force is created by torque r 1 on the 
pulley with radius r . (Assume that the pulleys con
tribute nothing to the dynamics of the problem we are 
discussing other than the creation of the force acting 
on 1'141 and that there is no slippage on the pulleys.) 
Force h is acting on mass 1'14?.. The v , W : and z coor
dinate systems are all shown in the figure. \vhere v is 
defined as the displacement of J/1 from the position of 
J.ft when the springs are uncompressed. u· is defined 
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Figure 1: A manipulator system. 

as the displacement of M 2 from the position of .:.\12 
when spring k2 is uncompressed, and :: is the relative 
displacement of M2 from M 1 , i.e. z = v- w. 

The following continuous-time equation models this 
mechanical system for x(t) = [v(t), w(t), v(t), lL'( t)]' 
and u(t) = [r1(t), h(t)]', where 11 = -r It: 

x(t) =A x(t) + B u(t) 

where 

0 1 
0 0 

..h. 0 A=[ _L 
Mt Mt 

..h. - (kt+k:d 0 

and 

M'J M'J 

BT- [ 0 0 
- 0 0 

1 
- r_\f1 

0 

0 l ' 1 
0 

_...£J_ 
_\['J 

0 l 1 . 
Jf'J 

(19) 

(20) 

(21) 

Since this A matrix satisfies the conditions of Theo
rem 1, the eigenvalues of A are physically meaningful. 
It is easily proven that all control state-space formu
lations have an A matrix with physically consistent 
eigenvalues. 

Corollary 1 For the linear state differential system 
of {19), the matrix A has physically consistent eigen
values and eigenvectors. 

Proof . From the physical consistency of the state 
differential equation, units(xk] = units[ aki ]units[x i] = 
units[x.t]/units[time). This is identical to Theorem 1 if 
units[..\] = 1/units[time), which is easily verified with 
a units analysis on ( 19) and A.x = ,\.z:. • 

The continuous-time formulation can be recast as 
a discrete-time problem through use of the following 
equations [9]: 

x(i + 1) =Ad x(i) + Bd u(i) (22) 
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where the discrete-time state x(i) = [v(i), w(i), 
v(i),w(i)]' and the input U(i) = [11(i),/2(i)]T repre
sent the same variables as in the original continuous
time system. and 

(23) 

(24) 

T ti+l - ti , assumed constant for all i.(25) 

The following numeric values were used for this ex
ample: 

M1 = lkg, 

i\-12 = 2kg, 

kg 
C2 = 10 S , 

T = 0.5s 

r=1m 

(26) 
With the above values , the continuous-time system 
matrices (A. B) are transformed into the following 
discrete-time system matrices (Ad, Bd): 

[ 

0.4561 
0.1260 
-1.885 
0.2445 

0.5243 
0.7284 
1.749 
-0.6251 

0.4042 0.05447 l 
0.02723 0.1523 
0.4561 0.2520 
0.1260 -0.03281 

(27) 

[ 

-0.1127 0.003917] 
-0.003917 . 0.02911 
-0.4042 0.02723 . 
-0.02723 0.07613 

(28) 

The initial and final states at discrete times io and 
i 1 , respectively, are given as 

xo = x(io) 

XJ=x(ir) 

m m ]r 0.1m, 0.1m, 1.05, 1.0-s 
m m ]r O.Om. O.Om, 2.05, 2.05 

To obtain a two step control-i.e. a control that takes 
two steps to move from the initial state to the final 
state- let i 0 = 0 and i 1 = 2. Since P( io, it) = P(O, 2) 
is a full rank matrix. (14) is used to determine the 
inputs J1. = [u(1), u(O)], 

r1(1) = -8.420N-m / 2 (1) = +21.64N 

r 1 (0) = +4.301N-m / 2 (0) = -23.f>4N . (29) 

The three step problem employs the same initial and 
final states as the two step problem. This time io = 0 
and i 1 = 3. After applying (15) with the pseudo
inverse pt(i0 , it)=PT(0,3)- since P(0,3) has full 
row rank -the three calculated inputs are 

Tt(2) = -2.157X-m f-2(2) 

11(1) = -4.884~-m /2(1) 

r1(0) = +7.492N-m !2(0) 

= +21.43N 

= -11.09N 

= -8.659N . (30) 
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The non-invariance of the pseudo-inverse to scaling 
will now be shown using the example problem formu
lated above. Let S be a diagonal scaling matrix for 
the input space of vectors u( i) of the form 

(31) 

Without changing the validity of the system equa
tions (either continuous-time or discrete-time), the 
scaling matrix may be used as follows: 

Bu = B (S- 1 S) u = (B s- 1 )(S u) = B' u' . (32) 

The continuous time matrices , B and u( t ), are trans
formed into the following: 

I_ [ 0 0 
B - 0 0 

_2.L_ 
rMt 

0 
0 l T 

-it; [ ~f~~. ] u'(t) = LA. 

(33) 
If the scaling variables are given the values r, = 

1N-m and f, = 1N, the scaling matrix is the identity 
matrix, the units of the inputs torques and forces are 
dimensionless , and the results are identical to those of 
the previous section. 

But now let us make a scaling matrix other than the 
identity matrix. Let 

1N-m N-m 
---=0.1--
10N-dm N-dm 
1 (34) 

where dm is an abbreviation for decimeter (equal to 
0.1 meters). These scaling elements change the units 
of the inputs. The new B and u(t) matrices are 

B'- [ 0 0 
- 0 0 

0 .1 
-rAft 

0 

where r{ = 10r1. 

(35) 0 l T 
1 , u' (t) = 

,\l'l [ ~~ l· 
These scaled equations are solved using the same 

initial state and final state used in the previous exam
ples. \Vhen P(io, il) = P(O, 2) is a full rank matrix, 
the resulting solution of inputs 1-l is 

r1(1) = -84.20N-dm h(1) = +21.64N 

r1(0) = +43.01N-dm h(O) = -23.64N , (36) 

which , as expected, equals the solution of (29). 
For the case when P( i0 , -ii) = P(O , 3) is not invert

ible, but has full row rank, the pseudo-inverse is ap
plied. The resulting solution of inputs is 

r1 (2) = -.)5.02N-dm h(2) = +21.33N 

r1(1) = -15.98N-dm h(1) = -15.81N 

r1 (0) = +42.82N-dm fz(O) = -6.653N . (37) 
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These inputs are not equal to the solution of ( 30) ob
tained before the problem was scaled. In fact. the 
solutions are significantly different. 

When P has full rank or full row rank, the solution 
1-l is invariant to both scaling and coordinate transfor
mations on the states x . This can easily be shown by 
rewriting the system equations in terms of the coordi
nates z and w, for example, instead of v and w . 

When P is not invertible but does have full row rank, 
the pseudo-inverse solution is not invariant to coordi
nate transformations on the inputs u. This is easily 
seen by recycling the above example which demon
strated the non-invariance of the input space to scal
ing. Assume a coordinate transformation on u that 
will convert the torque r1 into a force h = r1 / r , where 
r is the radius of the pulley. This coordinate transfor
mation can be cast into (31) by letting r, = r and 
f, = 1. Therefore. since scaling of u was found to 
cause inconsistent results. so too will coordinate trans
formations on u. 

We next present an example which requires the use 
of a metric for the state vector . Eliminating either 
of the inputs r1 (or h) or h will make B and Bd 
4 x '1 matrices. Since P has full row rank when 4 
or more steps are used in the control, no metric on 
x is required to give solutions which are invariant to 
coordinate transformations and scaling. When P does 
not have full row rank (3 , 2, or 1 step control), a metric 
on x is required. If no metric is explicitly used , one 
implicitly assumes an identity scaling matrix (for Mr) 
which does not give solutions invariant to coordinate 
transformations or scaling [ 4]. 

The generalized-inverse for the 3 step control prob
lem gives results invariant to coordinate transforma
tions on the state vector x , whereas the pseudo
inverse solutions are not invariant to these transfor
mations. The two coordinates systems defined by 
X = [v , W, V, wr and X

1 = [z, W, Z, wr will be Used 
to illustrate this point. The generalized-inverse solu
tion p#y with state variable x will use the metric Afr 
to minimize the instantaneous energy E of the system, 
where E = xr Mrx and 

-kl 
kt + k'2 

0 
0 

0 
0 

~vh 

0 

(38) 

so that IY- P p# Yi is minimized. The metric for the 
system with state variable x' is 
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[ 

~1 
0 
0 t J: M,'~1M2l· 

(39) 
where T is the coordinate transformation matrix de
fined by x' = Tx, 

T=[! 
-1 
1 
0 
0 

0 
0 
1 
0 

(40) 

Consider the system of Figure 1 with only the sin
gle input /2 , i.e. r 1 = !1 = 0 . Since P has full 
column rank in the 3 step control , p# = F# and 
( 17) is the generalized-inverse of P. For the coor
dinates systems defined by state vectors x and x' . 
the 3 step control calculated with the generalized
inverse are equal: p 1 = 1-'~ = [17.78.0.7317, 0.7846tN. 
whereas for the pseudo-inverse the solutions are com
pletely different: J-lp = [28.46 , 33.09, -31.28tN and 
J.l~ = [16 .67. 12.25, -2.672]rN! 

4 Conclusions 

It has been shown that the Euclidean norm is inad
vertently applied to systems in both robotics and con
trols through the use of the pseudo-inverse. The nec
essary and sufficient conditions for a matrix to have 
physically consistent eigenvalues and eigenvectors is 
given. \Yhile the A matrix in the linear state difference 
(or differential) equation satisfies these conditions, the 
state transition matrix P does not , in general. 

To illustrate the issues involved, a particular 
discrete-time control state tracking problem is formu
lated using the weighted generalized-inverse, instead of 
the pseudo-inverse, since the latter may lead to non
invariant results to both scaling and coordinate frame 
transformations while the former does not. The con
ditions that determine the need for each of the two 
metrics of the weighted generalized-inverse are given. 
A stylized manipulator system is analyzed and sev
eral examples are given that show the conditions in 
which the pseudo-inverse solutions are not invariant 
to scaling or coordinate transformations, whereas the 
generalized-inverse is invariant to both. 
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ABSTRACT 

The selection of manufacturing tolerances 
for serial manipulators~ described by links and 
joints, is determined by cost constraint and 
required accuracy. These tolerances directly 
effect the accuracy of the mechanism and the 
manufacturing cost of the its elements. Once 

. both the accuracy and the cost are expressed as 
function of these tolerances, a dual problem 
namely: 1) For a given cost find a set of 
tolerances which will optimize the mechanism 
accuracy; and 2) For a required accuracy find a 
set of tolerances which will minimize the cost, 
can be solved. This paper presents a 
methodology by \vhich these two problems are 
formulated and solved. 

I. INTRODUCTION 

Serial manipulators can be considered as an 
open-chain mechanisms which are constructed 
by consecutive links connected by rotational or 
prismatic joints, each has one degree of 
freedom. The end point pose (pose is referred 
to as position and orientation) of such a 
mechanism can be specified either in task space 
or in joint space ( 1 ]. There is a direct 
conversion between the two descriptions given 
by the a kinematic model which is used to drive 
the manipulator in joint space to achieve a 
required pose in the task space. Pose error, 
defined as the difference between the required 
and the actual pose of the mechanism end point 
in task space, are caused by geometric and 
nongeometric errors. Geometric errors arise due 

Sixth Annuai Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April 19-20, 1993 

to dimensional imperfection of the mechanism 
caused by the assembly and the manufacturing 
process of its elements. These imperfections 
manifest themselves as deviations between the 
theoretical (nominal) model and the unknown 
model describing the actual mechanism. Since 
the nominal model is used to drive the 
mechanism, pose error is produced. 

There are two ways to reduce the pose error 
due to geometric errors: 1) Calibration - which 
refers to a process in which the kinematic 
parameters of the model used to drive the 
mechanism is modified to better match the 
model of the actual mechanism [3, 7] ; and 2) 

Construct/fabricate the mechanism to closely 
match its nominal kinematic model by 
specifying very tight manufacturing tolerances. 
From a design point of view, the calibration 
process has the drawback that it fails to indicate 
the actual sources of errors, and as a result, the 
designer is deprived of the necessary feedback 
to improve future designs. 

The design of a mechanism is based on a set 
of specifications such as workspace, payload, 
velocity, acceleration, accuracy and cost. The 
workspace and the payload requirements 
determine the size and the nominal dimensions 
of the mechanism elements, its kinematic 
configuration and the size of its drives. All 

these factors effect the cost of the mechanism, 
however, if accuracy is a major design 
parameter the cost will be substantially 
influenced by the specified manufacturing 
tolerances. On one hand tight tolerances will 
increase production costs, and on the other 
hand loose tolerances will increase the 
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mechanism pose error. 
The effect of manufacturing tolerances on 

the mechanism's pose error was investigated by 
few researchers. In ( 13] the pose error of planar 
mechanisms was considered and in [ 15] a 
particular distribution of the tolerances was 
assumed for the same purpose. In [12] an 
analytical model, based on dual screw 
transformation matrix method, was used for 
error analysis of three dimensional spatial 
mechanisms due to manufacturing tolerances. 
The model was used to describe the tolerances 
of links as well as the clearance at the joints 
and in turn provides estimation for the 
maximum pose error. However, it fails to 
provide estimation of the error due to a 
particular tolerance and indication for the cost 
associated with accuracy improvement. 

This paper presents a procedure by which 
the effects of manufacturing tolerances on the 
.mechanism pose error and its cost can be 
determined and evaluated. It can help the 
designer to specify the required tolerances by 
providing a solution for the following dual 
optimization problem: 1) For a given cost find a 
set of tolerances which will minimize the 
mechanism pose error; or 2) For a given pose 
error value find a set of tolerances which will 
minimize the cost. 

The proposed procedure follows these steps: , 
1. The mechanism is described as an assembly 

sequence of 'Standard Elements' which 
include links and rotary /prismatic joints. 

2. The nominal dimensions as well as the 
manufacturing tolerances of each individual · 
element is specified by the designer. 

3. Based on the nominal dimensions and the 
tolerances, a kinematic model is automatically 
determined for each element. 

4. These models are automatically 'assembled' 
according to the specified mechanism 
configuration to obtain a kinematic model for 
the whole mechanism. 

5. Using the mechanism model the norm of the 
pose error is calculated. 

6. Base on the specified tolerances and the 
nominal dimensions of each element the 
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manufacturing cost of the mechanism is 
calculated. 

7.At this point both the cost and the pose error 
are available and the dual optimizing 
mentioned above is solved. 

II. KINEMATIC MODELING 

Standard Elements and Basic Elements 

Open-chain mechanisms are constructed by 
consecutive links connected to each other by 
rotational or prismatic one degree of freedom 
joints. These elements are defined as Standard 
Elements (SE). A Standard Element might be 
constructed by Basic Elements (BE) that are 
mechanical structure of simpler form. 

Modeling of links: 

The tolerances specified for a link are 
length and straightness as shown in figure 1. 
For a link of length L the nominal 
transformation between frame { 1} and frame {2} 
is given by: 

1 0 0 L 

0 1 0 0 

0 0 1 0 

0 0 0 1 

(I) 

Due to the length tolerance the value of the 
link length L changes to L+oL, where oL varies 
between upper and lower limits. r5L causes a 
deviation in the position of frame (2} from the 
ideal position. This deviation is expressed as an 
error matrix as follows: 

0 0 5L 

0 1 0 0 
7;1 

0 0 1 0 
(2) 

0 0 0 1 

The straightness tolerance, specified in XY 
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and XZ planes, causes pos1t10n and orientation 
deviations of frame (2} from the ideal one. 
When straightness tolerance is specified in XZ 
plane it results in a differential rotation about 
Y axis and translation along the Z axis. These 
changes are expressed as error matrix given by: , 

1 0 

0 1 

-5/3 0 

0 0 

c5f3 0 

0 0 

1 Jz 

0 

\vhere 8~ is given by: 

(3) 

Ai1 --l(UL -LL) 
UJJ =tan 2L (4) 

where UL and LL are upper and lower limits 
for straightness in XZ plane. 

Similarly, for straightness specified in XY 
plane, the rotation is about the Z axis and 
translation along Y axis. The error matrix due 
to this tolerance is given by: 

1 -r5y 0 0 

5y 1 0 5y 
I:3 = 

0 0 1 0 
(5) 

0 0 0 

where 8y is defined the same way as 8~ 
If the effect of other tolerances are 

neglected the total error matrix for the link due 
to manufacturing tolerances can be expressed as: 

(6) 

and the new transformation from frame ( 1} to 
frame (2} is given by : 

(7) 

.\lodeling of a Revolute Joint with Rotational 
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Axis Perpendicular to its Central Axis: 

A revolute joint is constructed by two- Basic 
Elements, shown in figure 2, each is analyzed 
independently. Three different types of 
manufacturing tolerances are considered for 
each Basic Element: 1) Flatness of the attaching 
faces; 2) Straightness of the central axis.; and 3) 
Perpendicularity of the rotational axis to the 
central axis. The flatness of attachment surface 
mainly changes the orientation of the YZ plane, 
as shown in figure 3, that might rotate about Y 
axis and/or about Z axis. Considering planar 
rotations and small angle approximations, two 
error matrices, Tel and Te2 are resulted: 

1 0 of3 0 
..., 

0 1 0 0 
7;1 

-r5f3 0 1 0 

0 0 0 
(8) 

1 -r5y 0 0 

5y 1 0 0 
7;2 = 

0 0 0 

0 0 0 

where the angle 8~ and 8y are as shown 1n 
figure 3. 

The straightness spec jfication is similar to 
the one explained in the above section and 
produces error matrices Te3 and Te4• The 
tolerances specified for perpendicularity affect 
the orientation of the center frame as shown in 
figure 4. The differential rotations about Z 
axis and X axis result in error matrices Tes and 
Te6. The total transformation matrix for the 
first Basic Element from frame ( 1} to the center 
of the joint can be expressed as: 

(9) 

where the transformation matrix T 1c describes 
the ideal relation between frame ( 1} and the 
frame at the center of the joint . 
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A similar procedure is adopted in defining 
the transformation matrix for the second Basic 
Element of the revolute joint. However, in this 
case the transformation matrix TP2 is obtained 
starting from the center of the joint and 
moving towards frame {2} as follows: 

(10) 

where the transformation matrix Tcz describes 
the ideal relation between the center frame of 
the joint and frame { 1 }. 

The total transformation _matrix for the joint 
is defined by combining TP1 and TP2 as follows: 

(11) 

where R(k,e) is a rotation matrix about k axis 
(Y or Z) . 

~lodeling of a Revolute Joint with Rotational 
Axis Aligned with its Central Axis: 

The attachment surface is in YZ plane as 
shown in figure 5. There are two types of 
planar errors produced due to this 
manufacturing tolerance. The error matrix Tel 
is due to the differential rotation about Y axis 
and Te2 is due to the small angle rotation about 
the Z axis and are given by Eqs. (3) and (5). 

Any deviations from the perpendicularity to 
the YZ plane will result in differential rotations 
about Y and Z axes expressed by error matrices 
Te3 and Te~· The straightness of the outer 
column in XZ plane will produce differential 
rotation about Y axis and translation along Z 
axis leading to an error matrix, T eS· A similar 
analysis is performed for straightness in XY 
plane resulting in rotation about Z axis and 
translation along Y axis. The error matrix is 
represented by Te6. 

The total transformation matrix for the joint 
is defined by: 
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where: R(x,a.) - Rotation matrix about the 
central axis of the joint. 

T(L,O,O) - Translation matrix along the 
central axis of the joint. 

Modeling of a Prismatic Joint: 

A prismatic joint~ constructed by two Basic 
Elements, provides translatory motion along its 
principle axes, as shown in figure 6. The 
errors, produced due to the manufacturing 
tolerances are mainly functions of the geometry 
of the fixed member. The important 
manufacturing tolerances that are considered for 
the fixed member are: 1) Straightness of the 
central axis; 2) Flatness of the attachment face; 
and 3) Perpendicularity of the central axis to 
the attachment face. 

The joint error analysis is conducted by 
assigning frame { 1} to the fixed member and 
frame {2} to the moving member. Under ideal 
conditions the transformation between the 
frames is give by Eq. (I) where L is the 
translation of the frame {2} relative to frame 
{1}. The analysis for the fixed member of the 
prismatic joint is similar to the analysis for a 
link but the errors are functions of L. As a 
result the differential translations 8y and 8z are 
expressed by: 

& =kbT 

a =kofJ 
(13) 

The differential rotations or and 8~ are 
calculated as discussed earlier in section 3.5.1 
and the corresponding error matrices are 
expressed as: 

1 0 ofl 0 

0 1 0 0 

-6f3 0 5z(k) 
0 0 0 
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1 ---& 

bT 1 
7;2 = 

f14) 0 

0 0 

0 

0 

1 

0 

0 

Sy(k) 
0 

1 

Th~ tolerances specified on the attachment 
face will affect the orientation of the frame { 1} 
which in turn changes the position of frame {2}. 

These changes are expressed as error matrices 
Te3 and Te4• 

Any deviations from the perpendicularity of 
the central axis result in position errors at 
frame (2}. These deviations are with respect to 
the Z and / or Y Jxis and are expressed as error 
rna trices Tes and Te6. 

The total transformation from frame ( 1} to 
frame {2} is given by: 

( 15) 

where the transformation matrix T 12 describes 
the ideal relation between frames {1} and (2}. 

Modeling of Assembly Errors: 

The mechanism assembly is the process of 
joining the standard elements in a sequential 
order to achieve the required configuration. In 
order to assemble SEi to SEi_1 its assembly 
location, location of frame ( 1 }i with respect to 

frame (2}i_1, is used. This process is achieved 
by adopting the following steps: 

!.Allocate a global frame (g} which defaults to 
frame ( 1} of the first SE. 

2. Allocate frames to each SE. 
3.Identify the sequence in which the SEs are to 

be assembled starting at the first SE. 
4. This is the assembly process which involves 

three stages: 
a. Defining the location of SE to be 

assembled with respect to previous frame. 
b. Incorporating interface error between 

previous SE and SE to be assembled. 
c. Defining new position and orientation with 
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respect to global frame by incorporating 
the new SE. 

The assembly process includes both ideal 
transformation and the relevant errors. 

As an example the assembly of the first two 
elements is performed as follows: 

l.Add a revolute joint SE1. Since it is the first 
SE there is no interface error and frame (1} is 
referred as global frame. By adding 
appropriate errors we have: 

where T G 1 is the new position and orientation 
matrix. 

2.Add SE2 which is a link element of length L 2• 

The position and orientation of link is 
referred with respect to T G1, which is frame 2 

of the previous SE. The new position and 
orientation matrix is given by 

T G2 = T G1 Tinterface T212 (17) 

where: T\ 2 Transformation matrix from 
frame 1 to frame 2 for SE2 . 

The new position :1nd 
orientation matrix. 

III. POSE ERROR, COST FUNCTIONS AND 
OPTI~IIZA TION 

Pose Error Norm 

The transformation matrix T defines the 
position and the orientation of the end point 
with respect to the global frame. Under ideal 
conditions the position of the end point is 
defined by the vector P, but under realistic 
conditions the position of the end point is 
defined by the vector Q. The pose error vector 
R=P-Q is attributed to the errors 1n 
manufacturing process of the mechanism. 
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In general R is a 6x1 vector which contains 
the position and orientation errors of the pose. 
In this study only the position errors are 
considered and therefore the norm of R define 
the radius of a sphere within which the end 
effector is expected to be. In literature, the 
probability distribution of the shape of the 
error volume is arguable as spheroid. However, 
in the present work it is assumed as a sphere 
and its radius, R, is given by: 

(18) 

where X~Y,Z and Xn,Yn,Zn are expressions for 
the mechanism end point position including and 
excluding the manufacturing errors respectively. 

The expression for R is a function of the 
elements' nominal dimensions, Di joint angles, 
ct>i , and the manufacturing tolera~ces oi. 

(19) 

Once the expression for R is obtained, 
variety of analyses can be conducted: I) 
Evaluation of R by substituting the relevant 
values for Di, <Di and oi; 2) Evaluation the 
tolerances specified for a certain SE on R by 
idealizing the other SEs of the mechanism. 
Thus, allows the designer to identify the critical 
SE in the mechanism; 3) Evaluating the effect 
of a single tolerance on R by varying its value a 
certain range; and 4) Evaluation of the effect of 
the nominal dimension on R. 

Cost Function Formulation 

Tolerances are functions of part size and 
limitations on the manufacturing process used 
to produce the part and have direct relationship 
with surface roughness produced by the process. 
Therefore to maintain a particular tolerance for 
the given part size it is necessary to select a 
particular manufacturing process which in turn 
effects its manufacturing costs as shown in 
figure 7. In general manufacturing cost 
increases exponentially for tighter tolerances. 
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The manufacturing cost of each element is 
proportional to its size and a penalty factor 
which depends on its tolerances. From figure 7 
the penalty factor can be approximated by: 

cti =aot -{).3s c2o) 

where: Cti - Cost of the ith tolerance. 
t Tolerance variable. 

As a result, the manufacturing cost, CsEi 

, of the i th SE can be expressed as: 

where: Di - Nominal dimension of the irh 

element. 
K - Cost constant 

The total manufacturing cost of the 
assembly, C, will be the sum of the 
manufacturing cost of its elements. 

Optimization criterions 

Once the mechanism accuracy, R. and it 
cost, C. were defined, the dual optimization 
problems can be formulated. Both are solved 
using constrained optimization techniques in 
which an objective function is being minimized. 
Here, the quasi-Newton technique is adopted 
and IMSL subroutines are used. 

Maximizing Accuracy under Cost Constraint 

In this formulation the objective is to find a 
set of tolerances that will produce the best 
possible accuracy for a given cost. The 
objective function is formulated as: 

where: /R 
c 
cc 
R 

- Objective function. 
Computed cost. 

- Cost constraint 

(22) 

- Computed error volume radius. 
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P - Penalty factor. 

~linimizing l\1anufacturing Cost under 
Accuracy Constraint 

In the dual problem the objective is to find 
a set of tolerances which will produce a 
specified error volume radius at minimum cost. 
For this case, the objective function is defined 
as: 

\v·here: I c 
R 

Rc 
c 
p 

(23) 

- New objective function. 
_ Computed error volume radius. 
_ Constrained error \·olume radius. 
- Computed manufacturing cost. 
- Penalty factor. 

The penalty factor is selected based on the 
problem requirement. The main criterion in the 
selection of penalty constant is to keep the 
solution of the objective function within the 
feasible solution zone. It also maintains a 
minimum difference between computed value 
and specified value of the constraint. 

VI. SOFT\V ARE DESCRIPTION 

A user friendly program that assist the 
designer in using the above methodology was 
developed. The program is grouped into three 
modules: 1) Mechanism configuration setup; 2) 
Symbolic computation of R; and 3) 
Optimization and Analysis. These modules are 
developed to perform a set of tasks and can be 
executed independently. However, to generate 
the optimization function the modules need to 
be executed in a sequence. 

1\fodule 1: l\1echanism configuration setup. 

This module, which interfaces with a library 
of SEs, allows the designer to select the 
required SEs and construct the required 
mechanism interactively. Once the designer 
selects a particular SE the corresponding 
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nominal and error transformation matrices are 
automatically incorporated in its model. An 
optional choice is provided during this process 
where ideal SE can be selected. The nominal 
dimensions and the manufacturing tolerances at 
this point are expressed in symbolic form. 

Module 2: Symbolic manipulation 

This module accepts the configuration 
determined in the module 1 and generates 
expressions for the actual and the nominal end 
point pose and for R. The symbolic language 
processor, "REDUCE", is used to generate these 
expressions. The final equation for R is 

· expressed in symbolic form and thus: 
l. Allows the user to perform sensitivity analysis 

since all dimensions and tolerances are 
expressed as variables. 

2.Allows the user to evaluate cost by assigning a 
coat value to each tolerance. 

3. Time consuming numerical computation is 
done at the final stage. 

Module 3: Optimization and Analysis 

This module is mainly devoted for 
simulation work. The structure of module 3 is 
problem oriented, and it is left to the user's 
discretion to modify the program according to 
his needs. The output from module 2 provides 
the designer with :1n expression for R which is 
a function of the nominal dimensions, joint 
angles and the manufacturing tolerances. As a 
first step the user has to fix the mechanism's 
nominal dimensions. Then, considering the its 
workspace or task space the designer can fix the 
and the joint angles. At this point R is 
function only of the manufacturing tolerances 
and accuracy sensitivity analysis can be 
performed. In addition, the user can assign cost 
to each tolerance and therefore cost sensitivity 
analysis can be performed. Since cost and 
accuracy are defined, the dual optimization 
problem can be solve by defining the objective 
functions. All these features are controlled by 
the user. 
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V. EXA!\IPLES 

Few open chain manipulators were 
investigated using the above program in order 
to demonstrate the capability of the proposed 
methodology. 

Case study 1: A four SE manipulator, as 
shown in figure 8, in which SE3 and SE4 
assumed to be ideal was constructed. The 
expressions for R and C contains eleven 
tolerances variables. To optimize the objective 
functions it is necessary to provide the initial 
guess values and limits for all variable. Since 
the objecti\·e functions are nonlinear it is 
advisable to perform a preliminary study in 
which C and R are calculated for a wide range 
tolerance limits in order to determine initial 
guess that has to be within a feasible region of 
the solution. 

In the preliminary analysis R and C were 
computed under the assumption the tolerances 
of all variables are equal and vary between 0.1 
to 0.0005. The results~ shown in figure 9, helps 
the user in selecting the initial guess values of 
the tolerances for the optimization. For 
example, for cost optimization under a error 
constraint of 0.5 the initial guess of the 
tolerances is approximately 0.005. For error 
optimization under cost constraint of 13500. 
achievable \·aiue of R is 0.5 which dictates 
tolerances in the order of 0.05. The results of 
the both optimization problems are shown in 

figure 10 where coptimum is plotted versus 
Roptimum· As expected, the cost increases 
exponentially with the demand for higher 
accuracy. 

Case study 2: In this case the same 
manipulator as in the previous case is 
considered but SE 1 and SE2 are assumed ideal. 

The results of this optimization is presented 
in figure 1 1.' As expected, in comparison to the 
previous example, the results indicate that 

higher accuracy can be reached for less cost this 
is due elimination of error magnification caused 
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by 'boom effect' of SE2 and SE4• 

Case study 3: In this case a manipulator, shown 
in figure 12, in which SE1 and SE2 (ideal) are 
rotational and SE3 is a prismatic joints, is 
considered. In the optimization process twelve 
tolerance variables, varied from 0.1 to 0.001, 
were evaluated and the results are given in 
Table 1. As shown, for low accuracy 
requirement only few tolerances were changed 
and most remained at their maximum value of 
0.1. As higher accuracy is imposed, tighter 
tolerances are specified and the corresponding 
cost increases. 

VI. CONCLUSIONS 

In the present research work an evaluation 
tool has been developed by which the 
interrelation between the manufacturing 
tolerances, mechanism accuracy and 
manufacturing cost can be investigated. A new 
kinematic error model for open-chain 
mechanisms which incorporates manufacturing 
tolerances has been developed. The software 
package developed is user friendly and allows 
the user to configure the mechanism 
interactively and optimize its design for cost 

and accuracy. 
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Figure 1: Tolerances for a link element. 
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Figure 2: Revolute joint geometry. 
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Figure 3: Rotation of attachment surfaces. 
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Figure 7: Tolerance and cost relationship. 
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Figure 8: Manipulator configuration for cJse 
study 1 and case study 2 
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Figure 11: Optimization results fot case study 2. 

R c x, x., x, X~ Xc; 

8.0 11000 0.100 0.100 0.100 0.081 0.086 

5.0 12690 0.045 0.051 0.044 0.053 0.052 

4.0 13360 0.043 0.048 0.041 0.051 0.050 

2.5 15919 0.028 0.031 0.028 0.031 0.034 

2.0 16983 0.023 0.026 0.021 0.025 0.023 

1.0 20881 0.010 0.013 0.010 0.013 0.013 

0.65 26137 0.007 0.008 0.008 0.008 0.008 

0.2 19199 0.003 0.002 0.003 0.003 0.003 

0.06 52890 0.001 0.001 0.001 0.001 I 0.001 

I== L • .a· 
K· 12 :--1 

I , 

SE3 

SE 2 

10 • .,._ ____ SEt 

Figure 12: Manipulator configuration for case 
study 3. 

XI'\ x.., X~ Xo X1n x,, x,., 
0.098 0.100 0.097 0.100 0.094 0.100 0.100 

0.054 0.051 0.057 0.100 0.100 0.100 0.100 

0.053 0.049 0.054 0.049 0.054 0.100 0.100 

0.030 0.032 0.031 0.031 0.031 0.050 0.050 

0.025 0.024 0.027 0.024 0.028 0.050 0.050 

0.013 0.013 0.013 0.013 0.019 0.050 0.050 

0.008 0.008 0.008 0.008 0.008 0.008 0.008 

0.003 0.002 0.002 0.002 0.002 0.003 0.003 

0.001 0.001 0.001 0.001 0.001 0.001 0.001 

Table 1: Optimization results for case study 3. 
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Implemetation Issues on Simultaneous Calibration of 
a Robot and a Hand-Mounted Camera 

Hanqi Zhuang, Luke Wang and Zvi S. Roth 
Robotics Center and Department of Electrical Engineering 

Florida Atlantic University. Boca Raton. FL 33431 

Abstract 
of the various coordinate systems used in this 

In this paper~ a method is presented for paper. 
simultaneous calibration of a robot and a hand-
mounted monocular camera. Unlike conventional 
approaches based on first calibrating the camera 
and then calibrating the robot, the algorithm solves 
for the kinematic parameters of the robot and 
camera in one stage. thus eliminating error 
propagation and improving noise sensitivities. 
Only two extra parameters are added to the robot 
calibration model to represent the camera geometry. 
With this addition. different levels of calibration 
can be acomplished under a unified framework. An 
error model relating image measurement residuals 
to kinematic parameter deviations is derived. This 
error model builds upon xisting robot accuracy 
error models. 

Important features of the proposed approach is 
that only one object point is needed to calibrate the 
robot-camera system. which facilitates autonomous 
implementation of the calibration scheme, and the 
inclusion of radial distortion coefficient in the 
system model. 

1 Introduction 

Visual sensing is an important aspect of an 
intelligent robotic system. A popular system 
configuration, which has been widely used in 
various robotic applications, is to mount a camera 
on the hand of a robot manipulator. 

In order to accurately measure the position 
and orientation of an object in a reference ("world") 
coordinate system by the robot-camera system, 
various components in the system have to be 
calibrated. This includes the determination of the 
pose (that is, the relative position and orientation) 
of the robot base with respect to the robot world, 
the robot hand with respect to the robot base, the 
camera with respect to the robot hand, and the 
object with respect to the camera. These four tasks 
are r~spectively known as robot base calibration, 
robot manipulator calibration (in short robot 
calibration), hand/eye calibration and camera 
calibration. Robot base calibration can sometimes 
be considered as a sub-task of robot calibration. 
Readers are referred to Figure 1 for the illustration 
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Figure 1 A Robotic System and Its Coordinate 
System Assignment 

There has been an extensive research aimed at 
solving each of the above tasks. Conventionally, 
each of these tasks is handled individually. One 
may start by calibrating the camera to determine 
the relative pose between the object and the camera, 
follow by calibrating the hand/camera to determine 
the pose between the robot hand and the camera, 
and then use the camera and hand/eye models to 
calibrate the robot to determine the pose of the 
robot hand in the robot world coordinate system. 
After all system campo- nents are individually 
calibrated, the pose of an object in the robot world 
system can be determined. 

Such a multistage approach has two main 
advantages. First, since system calibration is 
performed by calibrating its components or 
subsystems separately, each component calibration 
task is relatively simple. Second, if some of the 
system components have changed their location or 
parameters, calibration needs only to be repeated 
for these system components. For example, if the 
camera changed its focal length, only the camera 
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needs to be recalibrated. 
The multi-stage approach, however, has some 

drawbacks. The first problem is that parameter 
estimation errors in early stages propagate to the 
later ones. The second problem is the validity of 
the hand/eye calibration stage. More specifically, 
it is commonly assumed in most hand/eye 
calibration problems solved in the literature that 
the relative motions of the robot and the sensor are 
accurately known. While the relative motion of the 
sensor is measured by an external device, the 
relative motion of the robot is computed by the use 
of the robot link parameters combined with the 
robot joint position readings. Prior to robot 
calibration, an assumption of a known robot 
geometry is only a gross approximation. 

An early experimental study of robot 
calibration using stereo cameras rigidly mounted to 
the robot hand is [ 1 ]. In [2], the concept of 
autonomous calibration was defined as an automated 
process that determines the system model 
parameters using only the system • s internal 
sensors. A simultaneous calibration strategy was 
proposed for both the robot and stereo cameras 
using a unified mathematical model for the entire 
system. 

In this paper, a method is proposed for the 
simultaneous calibration of a robot and a monocular 
camera rigidly mounted to the robot hand. 
Propagation errors exiSting in the two-stage 
approach are naturally eliminated. Unlike the 
technique presented in [2], which used two 
instrumented movable cameras, the new method 
employs a single passive camera. By using a single 
camera. the field of view of the camera is larger 
than that of using stereo cameras. and consequently 
the measurable workspace of the robot manipulator 
is relatively larger. An additional feature of the 
new method is the inclusion of a radial camera lens 
distortion parameter, which is the dominant factor 
in lens distortion. 

2 Kinematic Model and Cost Function 

The basic geometry of the system is shown in 
Fig. 1. {..rw• Yw• zwl denotes the world coordinate 

system. which is normally at a convenient location 
outside the robot and camera. (..rb, y b• zb} denotes 

the base coordinate system of the robot. physically 
located at the base of the robot. (..r, y, z} denotes 
the camera coordinate system, whose origin is at the 
optical center point 0, and whose z axis coincides 
with the optical axis. (X, Y} denotes the image 
coordinate system (not shown in Fig. 1) c,entered at 
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0 1 (the intersection of the optical axis z and the 

image plane). (X. Y) lies on a plane parallel to the 
x andy axes. 

Let the 4x4 homogeneous transformation T" 

relating the end-effector pose to the world 
coordinates be T 11 = A 0 A 1 ••• • •• A 

11 
_ 1 A 

11
, where A 0 

is the 4x4 homogeneous transformation from the 
world coordinate system to the base coordinate 
system of the robot, A i is the transformation from 

the (i -1 )th to the ith link coordinate systems of the 
robot. and A 11 is the transformation from the nth 

link coordinate system of the robot to the camera 
coordinate system. 

A i can be represented in terms of any proper 

kinematic modeling convention.. Let p = [p1 p2 ••• 

Pp]T be the kinematic parameter vector consisting of 

all link parameters of the robot, where p is the 
number of independent kinematic parameters in the 
robot. T 11 is then a matrix function of p. 

For convenience, let 

T. £ [ 
R l (2.1) 

Otx3 

where 

[ TJ 
r2 

TJ l R • r4 rs r6 

r7 r& r9 

andt :: [t .x t y t: ]T. Clearly. r i for i = 1, 2, ... , 9 and 

t i for i = x, y. z are all functions of the robot 

kinematic parameter vector p. 

The camera-robot model, relating the world 
coordinate system (..rw• Yw• zw} to the image 

coordinate system (X, Y), is [3] 

A{ I+ a(sX2 + y2) )= Sz f r !Xw + r2Yw+ rJZw + lx (2.2a) 
r1..tw + rayw+ r9Zw + lz 

Y{l + a(sX2 + yl) )= Sy f r4yw + rsyw+ r6zw + ty (2_2b) 
r 7Xw + ray w+ r9Zw + l, 

where f is the focal length of the camera, s::: and s Y 

are the camera scale factors, s = s yl s .x• and a is the 

radial lens distortion coefficient. If s .x and s Y 

together with fare treated as unknowns, one should 
bear in mind that these parameters are not 
independent. Thus at most two parameters from the 
set {s, s .x• s Y, /) need to be identified. Defme 

(2.3a) 
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fr= fsy 

f Jrf = s )(l + Y2 

(2.2) is then rewritten as 

v(l f ) I' TJXw + nyw+ TJZw + tx "'- + a ]t Y = Jx __.;; __ _...;..::.....;._...;._ __ ;_. 

T7Xw + rsyw+ T9Zw + t, 
Y(t + a/zy)= /., r4yw + rsyw+ r6Zw + ty 

r7Xw + ray w+ r9Zw + lz 

(2.3b) 

(2.3c) 

(2.4a) 

(2.4b) 

As seen in (2.1) and (2.4 ), the extrinsic 
parameters of the camera are all absorbed into the 
pose of the robot. 

The problem of simultaneous calibration of 
robot and camera can be stated as follows: Given a 
number of calibration points whose world 
coordinates are known and whose image coordinates 
are measured, estimate the robot kinematic 
parameter vector p and the camera parameters f~, 

fy• and a. 

In order to apply optimization techniques to 
solve the calibration problem, a cost function needs 
to be constructed. 

Define a 16x 1 vector ¢ in the following 
manner: 

fP(p,fx,fy • a) • ffxr 1 fyr4 r7 ar7 f]t r2 fyrs 's 
ars fxrJ fyr6 '9 ar9 fxtJt fyty r., at.,JT 

(2.5a) 
and a 2x16 matrix C as follows: 

c~ [ x; 0 - XwX - /:r.,xwX y.,., 0 - y..X - h.,y,.,X 

Xw - x.,.,Y - /x .,XwY 0 Yw - y.,.,Y - /zyYwY 

Zw 0 - ZwX - fx yZ...X 0 -X -J,,X] 
0 Zw - z.,.,Y - fx ,ZwY 0 1 - y - h,Y 

(2.5b) 

(2.4) can then be rewritten in the following form 

C f>{p.f]t, a) = 0 (2.6) 

Note that the dependence of 'on fy is omitted as fy 

can be recovered from f:x. using (2.3c). 

In (2.6), C is a known coefficient matrix, 
assuming that the scale factor s is determined in 
advance. Readers are referred to [ 4] for methods of 
determining the scale factor. fP is a vector function 
of the unknown parameter vector. According to 
(2.4), one calibration point can only provide two 
scalar equations. To estimate all unknown 
parameters, a sufficient number of calibration 
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points have to be used. Let Ci, whose structure is 

given in (2.5b), denote the computed coefficient 
matrix using the ith calibration point. Let m be the 
number of points used for parameter estimation. 
The problem is then reduced to determining p, t~ a 

that minimize the cost function E in a least squares 
sense, where 

(2.7) 

An iterative procedure is needed to obtain the 
optimal solution. The Gauss-Newton method for 
solving non-linear least square problems has the I 
advantage .of fast conv~~gen.ce in th~ neigh~orhood 
of a soluuon. A modtftcauon of thts algonthm is 
the more robust Levenberg-Marquardt [5] algorithm.

1 
To properly apply the Gauss-Newton algorithm to 
the problem at hand, the following issues have to be 
addressed: 

1. Choice of an initial condition 
2. The structure of the Jacobian matrix. 

A practical assumption is that p0 , f ~ 0 and cl', I 
the nominal values of p, fx and a are known. In the 

case of robot-camera calibration, the nominal robot i 
kinematic parameter vector p0 is usually provided j 
from the design drawings of the robot, except for 
those parameters associated with A 0 and A 

11
, which 

are application dependent and can be roughly 
~ determined by proper gauging devices. The initial 

values of the scale factors s x and s Y can be set by 

the camera specifications. The nominal value of the 
distortion coefficient a is set to zero. The nominal 

value of the focal length may be read from the lens. 

3 The Identification Jacobian 

The Identification Jacobian is a Jacobian 
matrix relating measurement residuals to 
parameter errors dp, dfx and da. It will be shown 

that the original robot identification Jacobian, 
derived by many robot researchers (for instance, 
refer to [6, 7], will be used as one of the building 
blocks of the robot/camera Identification Jacobian. 

Prior to the derivation of the Identification 
Jacobian, let us introduce a more compact notation. 
A function vec(X) will denote a vector valued 
function of a matrix X, resulting from stacking the 
matrix columns one on top of the other, first column 
on top, second column right under and so on. The 
notation (X)i:j is used to represent the first i rows 

and j columns of a matrix X. Thus, t/J in (2.5a) can 
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be compactly rewritten as 

¢ = vec(FT,.) (3.1) 

where 

F=[ 
/:. 0 0 n 0 /., 0 
0 0 1 
0 0 a 

(3.2) 

Assume initially that the nominal vector ¢0 

deviates from ¢•, the optimal solution by a small 
amount. Thus, 

(3.3) 

where d ¢ is a differential change of ¢. To simplify 
the notation, from now on, the superscript 0 may be 
omitted if no confusion arises. By (3.2), 

d¢" vec(dF T"' + F dTn) 

= vec(dF T n) + vec(F dT n) (3.4) 

Define the vectors 

lx = [r 1 0 0 0 r2 0 0 0 r3 

0 0 0 tx 0 0 O]T (3.5a) 

ly = [0 r4 0 0 0 rs 0 0 0 

r6 0 0 0 ty 0 O]T (3.5b) 

la = [0 0 0 r7 0 0 0 r8 0 

0 0 r9 0 0 0 tzf (3.5 c) 

By simple algebraic manipulations, the first term 
in the right hand side of (3.4), representing the 

.1=[ !l(O) 
0 l.x3 

d 

0 
(3.8) 

where fJ = [f>x• f>Y' f>z]T and d = [dx, dy,d:]T are 

respectively the 3xl rotational and positional error 
vectors of T n, and a_ S) is a skew-symetric matrix, 

n(~ =[ -: 
4 
0 

Two steps are now needed to relate vec(FdT 
11

) 

to the robot kinematic parameter error vector dp. 
First, vec(F dT 

11
) is related to the pose error vector 

[dT, f>T]T by a linear transformation. vec(F dT 11 ) is 

then related to d p by using an additional linear 
transformation relating d p to [d r, oT]T. 

By (3.7), 

FdT
11 
=FT~. (3.9) 

F is now decomposed into 

FaGH 
where 

G-U 
0 

0 0 J 1 0 0 
0 1 0 
0 a 0 

(3.10a) 

[ J. 
0 0 0 l H• ~ J, 0 0 
0 1 0 
0 0 0 

(3.10b) 

contribution to the error model by the camera Then from (3.9), 
intrinsic error parameters, can then be written as 

More manipulations need to be performed to 
expand the second term in the right hand side of 
(3.4), representing the contribution to the error 
model by the robot kinematic error parameters. A 
main objective is to allow robot calibration 
researchers and practitioners to retain the original 
robot error models. and hence a large portion of the 
kinematic identification software. Define 

~ • T · 1dT n n• (3.7) 

~. a 4x4 matrix. has the following structure, 
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vec(FdT") = vec(FTA.) = vec(GHTLJ.). (3.lla) 

A crucial step in the derivation of . the 
robot/camera error model is to invoke the 
Kronecker product of matrices. That is, 

(3.11b) 
where ® denotes a Kronecker product of two 
matrices [8]. 
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In the error-model based robot calibration 
literature, the transformation from dp to [dr, E7]T is 
available. More specifically, one has 

p 

o= I. JlidPi 
j•l 

p 

d = :L ltijdrJ 
j• 1 

(3.12a) 

(3.12b) 

where J 6i and J dl are 3x1 vectors. The details of J 6; 

and J di in terms of a specific kinematic modeling 

convention can be found in the robot calibration 
literature. After substituting (3.12) into (3.11) 
and with some algebraic manipulations, one obtains 

(3 .13) 

Replacing ' in (2.6) by ,. of (3.3) yields 

i = 1, 2, ... , m. (3.14) 

where again the superscript 0 is omitted. 
Substituting (3.6) and (3.13) into (3.4) and then 
substituting the result into (3.14) yields 

a;= - C;J,.Ja -C;V,. + s.J,)tif~- a(I®G)i Ow d~J 
· [ vec(H3:,R.O(Jof)) l 

i•l H1:~h; 

0 

i = 1, 2, ... , m. ( 3 . 1 5 ) 

Let Ji be the 2x(p+2) coefficient matrix of (3.15), 

and 
(3.16) 

Then (3.15) can be rewritten as 

C,"' =Jidp4"1 i = 1, 2, ••. , m. (3.17) . 

(3.17) provides the relationship between the 
measurement residual error vector C~ and the 
augmented parameter error vector dpa"'· J is 
termed the Identification Jacobian for robot
camera calibration. 

4 Implementation Issues 

A • Robot Param~t~rs 

A sufficient number of independent link 
parameters have to be used to express any variation 
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of the actual robot structure away from the nominal 
design. This number, for a serial manipulator 
consisting of rigid links connected by low pair 
joints, is 4N - 2P + 6, where N is the number of I 
degrees of freedom and P is the number of prismatic 
joints [9]. For example, in a PUMA 560 robot, the 
number of link parameters is 30. In other words, I 
the dimension of the PUMA kinematic parameter 
vector p is 30. 

Not all parameters in p need to be calibrated 
each time. . It is very natural to accommodate I 
different complexities of calibration with the 
approach proposed above. Next we discuss three 
levels of calibration. I 

As has been mentioned. the simplest level of ~ 
calibration is to identify the camera parameters a, 
fx and fy together with the parameters that specify I 
the hand/eye transformation A n, assuming that the 

transformation from the worlq coordinate system to 
the robot hand coordinate system is known. This I 
type of calibration is necessary whenever the 
relative pose of the camera with the robot is 
changed. We use six link parameters to specify the 
transformation A n. Together with the two camera t 

I 
parameters, there are eight parameters to be 
estimated. That is, the dimension of dpawg given 
in Equation (3.16) is 8. I 

The second level of calibration is to identify 
the camera parameters together with the parameters 
that specify the hand/eye transformation A n and I 
the base/world transformation A 0 , assuming that · 

the robot geometry is accurately known. This type 
of calibration is necessary whenever the camera 
changes its location with respect to the robot hand 
and the robot also changes its location with respect 
to an external reference object. Since four 
additional parameters in A 0 need to be identified, I 

the dimension of pa"l is 12. 
The third level, which is the most general, is to ~ 

calibrate the entire robot-camera system. In this 
case, the dimension of paMI is 4N - 2P + 8, among 
which two are camera parameters. 

B. Change of Reference Frame 
[dT, c>T]T, the pose error vector of T n defined in 

Section 3, is represented in the world coordinate 
system since T n is defined as the transformation 

from the world coordinate system to the camera 
coordinate system. The robot error model given in 
Equation (3.12) shall be consistent with this 
convention. If the pose error vector is represented 
in the camera coordinate system, as has been the 
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case in some robot kinematic error models. the 
expression given in Equation (3.16a) has to be 
modified to accommodate the change of the 
reference coordinate system. 

The transformation from the camera coordinate 
system to the world coordinate system is T 11 - 1. Let 

d' and o' be respectively the rotational and 
positional error vectors of T - 1. Also let 

1l 

T~ •., [ R' t. 

Otx3 

Then it can be shown that 

~ =- RT ~, ( 4.1 a) 
d =- R !X.,t ')~' - Rd' (4.lb) 

8 and d m Equation (3.llb) shall be 
substituted by Equation ( 4.1) whenever the robot 
error model (i.e. J Si and J di) is given in terms of the 

camera coordinate frame. Equations (3.12). (3.13). 
(3 .15) and (3 .16) shall also be modified 
accordingly. 

C. Observability of the Unknown 
Parameters 
In the robot calibration literature. the 

observability · of the kinematic error parameter 
vector d p is defined in terms of the Identification 
Jacobian. If the Identification Jacobian is full 
rank. the error parameter vector is said to be 
observable. 

It is difficult to obtain analytical 
observability results since the structure of the 
Jacobian matrix in this case is very complex (refer 
to Equation (3.16a)). However. the Identification 
Jacobian derived in this paper can be used for 
optimal off-line search of robot measurement 
configurations. which can significantly improve 
calibration quality. Borm and Menq [ 1 0] defined 
observability measure for robot calibration using 
all singular values of the Identification Jacobian. 
Experimental studies were performed which 
demonstrated that a low number of well-selected 
measurements can relatively produce superior 
results. compared with identification done based on 
a set of large number of randomly selected 
measurement configurations. 

D. Verification of the Calibration 
Results 
It is difficu~t to obtain highly accurate 
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measurement set-up to serve as reference against 
which the accuracy performance of a robot-camera 
calibration task is assessed. In the absence of an 
accurate external reference device. one may use the 
following two approaches. 

Approach 1: 2D Image Plane Verification. 
Assume that l~· f.,, and p have been identified. 

A set of robot configurations. which are different 
from those used for identification. is given. A set 
of world coordinates of the calibration points in 
each robot configuration is also given. The 
coordinates of the corresponding image points are 
measured. Using the identified camera and robot 
parameters together with the robot joint variables 
at each configuration, and the world coordinates of 
the calibration points. one can compute the 
predicted image coordinates of each image point 
(refer to Equation (2.2)). The Euclidian norm of the 
difference between the measured and computed 
image coordinates at each image point can be 
defined as a 2D calibration error. 2D calibration 
errors are computed for all image points at all robot 
configurations • . and finally the mean and standard 
deviation of the 2D calibration errors are computed. 

Approach II: 3D World Coordinates Verification. 
One may compute 3D world coordinates of each 

calibration point using the calibrated robot and 
camera parameters. This is possible by using more 
than one view. that is more than one robot 
configuration, of the same calibration point. Two 
views of an identical point are sufficient to compute 
its world coordinates using stereo triangulation. 
Using more than two views calls for a least squares 
fitting. The Euclidian norm of the difference 
between the computed world coordinates of the 
calibration point and its given world coordinates 
can be defined as a 3D calibration error. One can 
compute the mean and standard deviation of the 3D 
calibration errors by repeating this procedure for 
all calibration points. 

E. The use of a Single Calibration Point 
to Calibrate the Robot-Camera System 
The proposed approach allows the user to use a 

single point to calibrate the system. A precision 
ball is placed at a location visible by the camera. 
The camera is moved by the robot arm. Since the 
camera can capture the image of the ball from any 
angles within the robot workspace. the variety of 
available camera orientations is very large. By 
mounting the ball on a rail. a x-y table. or a 
coordinate measuring machine, the measurable 
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robot workspace can be made even larger. This 
advantage is significant in real applications. 

The minimum number of robot configurations 
needed for the calibration of the · robot-camera 
system depends on 1) the number of unknown 
parameters, and 2) the number of calibration points 
measured at each camera snap shot. If at each robot 
measurement configuration only one image point is 
measured, (i.e., only one point is viewed by the 
camera), the minimum number of measurement 
configurations is approximately half of the number 
of parameters to be identified since each image 
point provides two equations. As the number of 
points measured in each configuration is increased, 
the number of configurations needed can be 
accordingly decreased. 

Some simple remarks on the observability of 
the robot/camera parameters can be made for the 
set-up in which a single calibration point is used. 

Case 1: The image of the calibration point is fixed 
at the image plane. 

In the case that the image of the calibration 
point is fixed at the center of the image plane, (X. 
Y) = (0, 0). and the matrix C given in Equation 
(2.5b) is reduced to the following form, 

c.[ x; x: ~ ~ '; ,: ~ ~ ~· : ~ ~ 0 ; ~ :] 

The first column of the Identification Jacobian 
given in Equation (3.16a) is thus zero, regardless of 
the change of robot configurations. Consequently, 
the Jacobian is singular, therefore the robot/camera 
parameters are not observable. 

Rather than fixing the calibration point at the 
center of the image, one may fix it somewhere else 
in the image plane. In such a case, the rank of the 
Identification Jacobian should be checked nume
rically. 

Case 2: The calibration point is fixed. 
If the fixed calibration point is defined as the 

origin of the world coordinate system, (x...,. y ...,. z...,) = 
(0, 0, 0). In this case, the Identification Jacobian is 
not full rank, which can be easily shown following 
the same procedure given in Case 1. 

One may artificially shift the origin of the 
world coordinate system from the calibration point 
to another location. Again the rank of the 
Identification Jacobian can be checked by a 
numerical approach. 

5. Experimental Results 

The experiment system consisted of a Puma 
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560 robot, a CCD camera (Electrophysics, model l 
number CCD 1200), a 486 personal computer, an 
ITEX video imaging board with its driver software, a 
camera calibration board, and a coordinate I 
measuring machine (CMM). The CMM was used to 
move the calibration board to different locations. 

The ceo camera has 51 OH by 492V picture I 
elements with 8 .8x6.6 mm 2 sensing area. The 
camera calibration board is a glass plate painted 
with vapor deposited metallic chromium. It has I 
lOxlO dot array points with center to center 
distance of 1 0 mm, and diameter (of each point) of 2 
mm. The flatness of the calibration board is within 
± 0.003 mm and the center to center accuracy of the .I 

calibration points is within ± 0.002 mm. ~ 
The vision algorithms for camera calibration 

were written in Microsoft-C. To estimate the image 
coordinates of a calibration point, an adaptive 
thresholding algorithm was devised. The algorithm 
first smoothed an image of the camera calibration 
board by repeatedly applying a 3x3 low-pass mask 
(three times). It then detected consecutively each 
calibration point, and computed the histogram 
within a window surrounding each point. The J 

intersection of two Gaussian curves which fit the ~ 
histogram was chosen as the threshold value for the 
calibration point. The centroid of the image of 
calibration point was selected as the estimate of its 
image coordinates. This procedure could yield 
image coordinates accuracy to within 1/5 of a pixel. 

The modified CPC modeling convention [11] was 
used to represent the geometry of the Puma robot. 

Performance comparison between the one-stage 
algorithm and a two-stage algorithm was conducted 
through experimentation. In the two-stage 
algorithm, Tsai' s camera calibration technique was 
used to compute robot poses at each robot 
measurement configuration. Sample results are 
shown in Figure 2. 

6. Conclusions 

Calibration is at the very heart of creating a 
truly off-line programming environment for robots. 
Autonomous calibration of robot-camera system is 
of particular importance for robots that must 
function outside a controlled laboratory 
environment [2]. This paper presented a method for 
robot-camera system calibration which can be made 
autonomous. It has the following features: 

1. The propagation errors which exist in ~ult!
stage approaches are eliminated. Th1s ts 
reflected in the experimental results that 
clearly demonstrate the superiority of the one-
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stage approach over a two-stage approach in 
terms of accuracy perfor- mance. 

2 . The scheme uses a monocular camera. thus the 
field-of-view of the camera is larger than that 
of stereo cameras. Moreover, the processing 
speed of one camera system is faster. 

3. Only two additional parameters are added to a 
robot calibration model to represent camera 
geometry in the system model. 

4 . Simulation and experimental results show that 
the proposed algorithm converges in very few 
iterations, as a good set of initial conditions 
for the robot and camera parameters is usually 
available. 

5. The approach can be automated as only a single 
point needs to be tracked in space. A research 
is under way to automate the calibration 
process based on the proposed approach. 

The major limitations of the proposed approach 
are: 
1 . Since only one camera is used, the system 

cannot recov~r the absolute distance 
information of the scene. 

2. If a tool is attached to the robot hand, the 
transformation from the tool to the camera has 
to be determined separately. This problem 
exists in all robotic systems equipped with a 
hand/eye configuration. 
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ABSTRACT 

Software development for simulation and 
control of flexible automated systems (F ASs) is 
an important task for its successful 
implementation. One of the topics in current 
research in F ASs is the development of 
integrated software systems that can both 
simulate and control FASs. In this paper an 
integrated software system that is developed 
using Augmented Timed Petri Nets (A TPNs) is 
described. The software package allows the 
system designers to evaluate the system 
performance by simulation and to implement its 
controller using the same data base which 
describes the system configuration. 

1. INTRODUCTION 

A flexible automated system (F AS) consists 
of several concurrent units such as machines, 
robots, automated guided vehicles, 
programmable logic controllers, and computers 
which function asynchronously to meet the real 
time constraints of a production line and 
dynamically changing needs of the market. 
Because of its complexity, integrated software 
development for FMSs is very important to 
realize the full benefits of FMSs. 

Simulation software generates results that 
aid in design, performance evaluation, and 
indepth analysis of the system. There are 
several popular packages like SIMAN, SLAM, 
CINEMA, EXCELL etc. for the simulation of 
manufacturing systems. However, these 
packages can not be used to control the system 
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and therfore other means are used to develop 
the system controller. 

The typical functions of the control 
software are to monitor the system functioning 
and determine the states of different elements 
in the system with respect to real time. 
Traditionally, the sequence of operations 
executed by the control software of 
manufacturing systems has been captured by 
ladder diagrams. These diagrams specify the 
input and output procedures of the 
Programmable Logic Controller (PLC) that 
drive and cycles the operations of a 
manufacturing device. These diagrams grow so 
complex that locating the cause when a problem 
is detected becomes extremely difficult [I]. 
Further more their usage is limited only to 
control the system but not to evaluate the 
performance of the system. 

As a result, one of the most primary goals 
of current research in F ASs is to develop 
integrated software systems that can both 
simulate and control F ASs [I ,2,3,4,5,6]. 
Moreover, usually the simulation software is 
developed by either software and/or industrial 
engineers while the control software is 
developed by manufacturing and/or control 
engineers. The integration between the 
abovesaid personnel is very prominent for the 
successful implementation of such multi
disciplinary projects [5,6, 7]. One efficient 
method to provide such integration is to 
develop integrated software package that can be 
used for both simulation and control. In order 
to develop such integrated software there is a 
need for integrated modeling tools that support 
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all the stages of system development~ starting 
from its design to implementation. 

In this paper Augmented Timed Petri Nets 
(ATPNs) are first time introduced as modeling 
tools to develop integrated software for 
simulation and control. The reasons for 
selecting Petri Nets (PNs) and extending them 
to A TPNs as a modeling tool are detailed in [8]. 
This paper concentrates on the application of 
A TPNs for control. An example, in which an 
industrial automated system has been both 
simulated and controlled, is provided. 

2. PETRI NETS CONCEPTS 

PNs are powerful modeling tools that are 
being recently applied to manufacturing systems 
[2,3,4,5,6,8]. The basic theory of PNs can be 
found in [II]. Graphically a PN is defined as a 
bipartite graph containing "places" (represented 

· by circles) and "transitions" (represented by 
bars). Places and transitions are connected by 
"directed arcs" (represented by arcs with 
arrows). Places contain "tokens" (represented by 
dots). Places can model different entities 
comprising the system such as robots, and 
different intermediate states of the system 
entities such as "robot 1 loading machine 3". 

Transitions can model events/activities involved 
in the system such as "machine 1 finished 
processing". The basic constructs of PN 
modeling can provide the basic logic functions 
available in most Programmable Controllers as 
summarized in figure I. 

There exists several classes of PNs such 
as timed PNs, Colored PNs (CPNs), Stochastic 
PNs (SPNs), predicate/transition PNs (PPNs). 
CPNs, SPNs, PPNs are not easily understandable 
to specialists not in the area of PNs. Hence, 
TPNs that are easy to understand and aid in the 
integration of different people stated earlier are 
selected in the present study. However, 
conventional TPNs reported in the literature are 
limited only for simulation and performance 
evaluation purposes but not for controlling the 
system. In this paper TPNs are extended with 
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new constructs that are used for controlling the 
system and named as Augmented TPN. 

A. Petri Net (PN): 

PN - "N" is a 5 tuple, N = (P,T,IN,OUT,M) 

where: P=(p1,p2, •••. ,pn) is a set of places, 
T= t 1,t2,. ••• ,tn) is a set of transitions, 
IN:(P x T)-->S 
OUT:(T X P)-->S 

are input and output functions defining 
directed arcs between places and transitions, 
where S is a set of all positive integers k: 

If k=l a directed arc is drawn without a label 
If k > 1 a directed arc is drawn with label k. 

If k =1 no arc is drawn. 

Inout olace set: It - The input place set of 

transition "tt is It={ P /(p Ei,ti ) E IN } 

Outout place set: Ot - The output place set of 
transition "tt is Ot={ P /ti,Pi) E OUT} 

Marking: M - Marking of a PN is a mapping 
from the set P to Q=(O, 1 ,2, ... ), i.e. M: P-->Q 
means that M inputs tokens to every place, 
Mi=M (pj). Q indicates the number of tokens in 
place Pi· 

B. Timed PN: 

A timed PN (TPN) is an improvement over 
PN described earlier and includes a set of firing 
durations D. The TPN is formally defined as 
TPN=(P,T,IN,OUT,M,D) where D: T -->{O,R+}, 
where {Q,R+} is the set of all non-negative real 
numbers. A transition has an associated 
deterministic firing time defined by two events: 
"start firing" and "end firing". In between these 
two events, the firing is in progress. The 
removal of tokens from a transition's input 
places(s) occurs at "start firing" and the 
placement of tokens on a transition's output 
places occurs at "end firing". While the firing 
of a transition is in progress, the time to end 
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firing, called the rematntng firing time (R), 
decreases from firing duration to zero. 

Instantaneous Descriotion CID): The state of the 
TPN can be defined by the instantaneous 
description, ID, which is a four-tuple: 

ID = (M,F,R,A T) 

where:M is a marking function, M: P -->S; 
F is a selector function, F: T -->(0,1); 

The selector function is nothing but a 
firing vector (F -vector). 

If F(ti)=l, ti is ready to fire 
If F(tj)=O, ti is not ready to fire 

R is remaining firing time function, 
R: T -->(O,R +) is a cumulatively 
decreasing time function. 

AT is the active time duration function 
AT: T --> (O,A T+) is a cumulatively 
increasing time function. 

\Vith ID, it is possible to determine the state 
and performance of the system at any time. 
For example, using AT, the utilization of the 
system elements can be determined. 

C. Augmented timed PN: 

An augmented TPN (A TPN) 1s an 
improvement over TPN and introduced at the 
first time in this paper. An A TPN is aimed for 
both control and simulation of the system. To 
control an automated system the controller has 
to read inputs and send outputs to the physical 
system. Hence, the standard TPN has to be 
augmented to accomodate theses functions by 
including two tuples namely, 
I) Input signal vector (ISV) that is intended to 
read the state of the input signals from digital 
input interface. 
2) Output signal vector (OSV) that is intended 
to send output signals through digital output 
interface. 

An A TPN is a 8 tuple and defined as: 

A TPN=(P,T,IN,OUT,M,D,ISV,OSV) 
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ISV is a mapping from set P to S=(O, 1 ,2, ... ) i.e. 
ISV: P-->S where ISV associates attributes to 

every place, Si=S(pi). Si is an attribute associated 
with place Pi and represents the input channel 
associated with place Pi· For example, if place 
Pi models a limit switch, the A TPN reads the 
status of that switch from the digital input 
interface through the channel number 
represented by si. si is the second attribute of 
Pi, the first attribute being the initial marking 
M(pi). 

OSV a mapping from set T to 0=(0, 1 ,2, ... ) i.e. 
OSV: T -->0 where OSV associates attributes to 
every transition, Oi=O(ti). Oi is the attribute 
associated to a transition ti which represents the 
binary number that is to be sent to the digital 
output interface. For example, ti may be 
modeling the activity "send signal to actuate 
solenoid A". Each solenoid is activated by 
writing a specific binary number on to the 
digital output interface. During execution of the 
program, the A TPN writes the number Oi to 
digital output interface to actuate solenoid A. 
Oi is the second attribute of ti, the first 
attribute being the transition duration , D(tJ 

Transition firing: A transition tj of an A TPN is 
said to be enabled in a marking M: 

Enabled in a marking M, tj fires and results in 
a new marking M according to equation: 

After firing, ti writes O(ti) to the digital output 
interface. Here, M is said to be reachable from 
M. 

3. SOFTWARE DESCRIPTION 

The software package developed to execute 
A TPNs is written in C++ and has five major 
modules with their functions described below. 
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A. Read_Petri_nec This module reads an 
input file that specifies the structure of the 
PNM; transition timing durations and output 
signal vector; initial marking and the input 
signal vector. The structure of the PNM means 
the connectivity between places and transitions 
including the weights on the connecting arcs. 
B. Enabled_ transitions: This module generates 
an F-vector as on output vector. It scans the 
whole PNM at each instant of time and finds 
the transitions that are ready to fire. Thus~ the 
F-vector indicates the transitions that are 
enabled to fire with respect to real-time. The 
F-vector is the input for modules "Conflict"~ 

"New _marking", and "Main". 
C. Conflict: This module determines the 
transitions that are in conflict and stops the 
program execution until the conflict is resolved. 
Once the conflict is resolved~ the program 
execution is resumed. A conflict in PNM 
results when an element is shared by two other 
elements of the system (e.g. a single robot 
serving two machines that demand service at 
the same time). In such cases, the module 
detects the conflicts and resolve it by disabling 
one of the two transitions that are enabled at 
the same ti me. 
D. i\linimum _time: This module scans the 
whole PN~1 and detects the transition that has 
minimum time to fire. As there can be more 
than one transition with minimum time, the 
outputs from this module. are both the number 
of transitions with minimum time and their 
identity. 
E. New _marking: This module contains two 
submodules: 1) "Read_ marking" checks for the 
second attrubutes of all places that are inputs 
for enabled transitions. 2) "Update_marking" 
fires the transitions and changes the current 
marking. 

Read_marking uses F-vector as input. If a 
transition ti is enabled it checks for the second 
attribute of all input places of ti. If the second 
attribute of an input place is high it sets the 
variable "f! ag" corresponding to that place as 
TRUE. After flags corresponding to all the 
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input places of ti are set to TRUE, it removes 
the tokens from these places and sends a signal 
to "update_ marking" to fire ti . 

After receiving the signal corresponding to 
the transition to be fired from "read_marking", 
"update_ marking" sends the second attribute of 
the transition to be fired to the digital output 
interface and deposits tokens in all the output 
places of the transition fired. 
F. Main: This module coordinates the 
functioning of above modules and generates a 
status report of the system elements. The report 
is stored in an output file which is updated 
whenever a transition is fired in the PNM. 
Whenever an event occurs in the system, the 
output file is appended by the time at which 
the event occurred, marking of the PNM~ F
vector, R-vector, and AT - vector. 

4. EXAMPLE 

For illustration an automatic machine, 
shown in figure 2, that produces parts from a 
reel of plastic tape, is considered. Piston A is 
used to index the tape, piston B drives a punch 
and piston C cuts the tape. The required 
sequence for this application is : 

ST~ 2 [A+,{ A-,B+},B-], 2 (A+,A-), C+,C-

For this system, the assignment of input and 
output channels is shown in tables 1 and 2. In 
table I, BNA (BND) indicates the binary 
number that has to be sent to digital output 
interface to activate (deactivate) the 
corresponding solenoid or light. Figure 3 shows 
the Petri Net controller for this system, and 
table 3 the corresponding input file. 

For example~ in figure 3 for transition 2 
(t2), the timing duration is 1 time unit and 
hence the first attribute of t2 is 1. For the 
same transition, the second attribute is 1. This 
is because t2 models the activity "activate 
solenoid A". By referring to the table 1, the 
binary number that is to be sent to the digital 
output interface to activate solenoid A is 1. 
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The "Read_marking" module performs 
three functions: 1) If the second attribute of a 
place is less than 11 (because the number of 
inputs for this system is 11) it reads the digital 
input interface; if it is greater than 11 it does 
not read digital input interface and skips to 
check the attribute of next place; 2) If the 
second attribute of a place is less than 11 and if 
the number of channel assigned to the 
corresponding place (from table 1) is TRUE it 
sets the variable "flag" corresponding to that 
place as TRUE; and 3) The above two steps 
are repeated until all "flags" corresponding to 
input places of a transition enabled are seL 
TRUE. Then it removes tokens from the input 
places of a transition and sends the signal to 
"update_ marking" to fire the enabled transition. 

In figure 3 the first attribute of place 1 
(pl), used to model "start", is 1 indicating that 
there is one token present in p 1 at the start. 
Switch 1 (SW!) is assigned as the start button. 
Transition 1 is the output transition for p 1, and 
in order to activate this transition~ which 
models the activity "push SW 1 ", SW 1 has to be 
pushed. Now, referring to the table 2~ the 
corresponding attribute for SWI is 8. Hence, 
the second attribute for p1 is 8. At the time 
"zero", the system will not start until SW I is 
pressed by the operator. Then, the 
"read_marking" reads the channel 8, sets the 
flag corresponding to p 1 to TRUE, sends a 
signal to "update_marking" to fire tl and to 
remove the tokens from the input places of tl. 
Once t1 is fired, the number 1 (the second 
attribute of t1) is sent to the digital output 
interface activating the solenoid A and tokens 
are deposited in the output places of tl. 

Table 4 shows the typical output results for 
the PNM shown in figure 3. The information 
in the output file is very much useful for both 
simulation and control purposes. By looking at 
the marking of the PNM the status of the 
elements in the system such as "solenoid limit 
switch bO is closed", "piston A moving 
forward", "the number of cycles finished", etc. 
can be easily known. By looking at the R
vector, the remaining time to finish a transition 
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can be found. By looking at the AT -vector, the 
utilization of the system can be found. For 
example, The information in the output file 
would be of much help to the control engineer 
to diagnose the system functioning with respect 
to real time. Thus the information obtained in 
the output file is of immense help to both 
system designers and control engineers. 

5. CONCLUSIONS 

A software package usable for controlling of 
automated systems, based on Petri Nets, is 
described. The advantages of this approach and 
the software structure are discussed. In 
addition, the control of an industrial automated 
system has been illustrated. Future research 
aims are to upgrade the package to an object
oriented software, to include graphics for 
animation of the system, and to extend its 
capabilties for modeling complex systems. 
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Solenoid Channel# BNA BND 
or Light 

A 0 1 -1 

B 1 2 -2 

c 2 4 -4 

Green 4 16 -16 

Red 5 32 -32 

Table I: The outputs assignment. 

Table 2. The inputs assignment. 

Transitions Input Places 

10000000000000000000000 000 
01001000010000100001 000010 
00100000000000000000000000 
00010000000000000000010000 
00001110000000000000000000 
00000001000000000000000000 
00000000100000000000000000 
01001000000000000000100100 
00010000000100000000000000 
00000000000010000000000000 
01000000000002100000000000 
00000000000000010000000000 
00000000000000001000000000 
00000000000000000100000000 
00000000002000000000000000 
00000000000000000000001000 

Transitions Output Places 

01000000000000000000000000 
00101000000000100000000000 
00010000000000000000000000 
00000110000000000000000000 
00000001000000000000000000 
01000000100000000000000000 
00001000011000000000000000 
00100000000100000000000000 
00000000000010000000000000 
01001000000001000000000100 
00000000000000010000000000 
00000000000000001000000000 
00000000000000000100000000 
01000000000000100012020000 
00000000000000000002000000 
00000000000000000000000200 

[)-\'ectr 1111111111111111 

C>S\' 01010-201-1040-4ooo 

~arki ng1ooo1oooo1oooo1oooo2023100 

IS\' 8 4 12 o 5 12 12 1 12 12 12 12 12 
12 6 12 2 12 12 12 12 12 12 12 12 10 

Table 3: Input file structure. 
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TIME: 1 
MARKING: 0 1 0 0 1 0 0 0 0 1 0 0 0 0 1 0 

0 0 0 2 0 2 2 1 2 0 
F-VECTOR: 0 - 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
R-VECTOR: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
AT-VECTOR:1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
TIME: 2 
MARKING: 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 1 0 2 1 1 3 0 
F-VECTOR: 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 
R-VECTOR: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
AT-VECTOR : 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
TIME: 3 
MARKING: 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 1 0 2 0 1 5 0 
F-VECTOR: 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
R-VECTOR: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
AI-VECTOR: 1 l 1 0 0 0 0 0 0 0 0 0 0 0 0 3 

Table 4: Sample of output. 
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Figure 1: Basic PN constructs. 
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Figure 2: Schematic of the example hardware. 
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[1 , 1 2} 

12 

O p1 
Start 11 •81 

t 3----.J.------:.~ 
end A+ 

t-4 

A· 
~21 (0,12) 

!5 
end {A·,B+t ( 1,1) 

18 

do 8- ( 1 .-2) 

t1 2 
endC+ 

113 

do C-

c 

( 1,1 

(1,-1) 

(1,4) 

(1 ,0) 

(1,-4) 

I 1 4_..,_ __ ..,__...,.... __ 

(1,121 
Legend: 

A+,{A-,8+},8- ... X; A+,A- = Y; 

CX = Counter tor X; CY = Counter tor Y; 

EX = End of X; EY = End of Y 

end c-

the cycle 

P28 0 Emergency Stop I [0.10} 

II {1 ,OJ 
la1 to 18 

Figure 3: Petri Net Controller for the example. 
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ISSUES IN DESIGNING A WEB INSPECTION SYSTEM: CASE 
STUDY 

D. Brzakovic1 H. Beck H. Sari-Sarraf 
Department of Electrical and Computer Engineering 
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Knoxville, TN 37996, USA 

Abstract 
This paper analyses the problem of flaw classifica

tion in uniform web materials. The analysis includes 
descriptions of the requirements for the inspection sys
tem, sensor i.Esues ~ and procedures for classifier design 
and testing. A case stuciy of flaw classification is de
tailed and specific algorithms for flaw characterization , 
feature anal\"sis and classification are outlined. The 
obtained res~lts are summarized and interpreted . 

1 Introduction 
The manufacture of products in the form of con-

tinuos rolls of materials is known in industry as web 
processing . \\'eb processing is used in many segments 
of U.S. industry, e.g., metals, paper , plastics, textiles . 
A key factor in the quality assurance of web prod
ucts is human inspection. ~Ianual inspection is labor 
intensive and can not match high-speed production. 
Increasing competition in the market place has forced 
manufacturers to focus a great many resources and 
energies into making the production line more effi
cient. In particular , interest has been in utilizing mod
ern computer technology to reduce production costs 
and maintain high quality standards. The resulting 
savings in labor and materials make efficiency a by
product of quality control. 

This paper analyses the problem of flaw classifi
cation in web materials and describes general proce
dures for designing a web inspection system. The pro
cedure incorporates two phases: ( 1 )design phase and 
(2)test phase. In the first phase four sub-systems are 
connected through feed-forward and feed-back loops. 
The functions of the sub-system are: (i)flaw detec
tion, (ii)fiaw characterization, (iii)feature analysis and 
(iv)classification. A sub-system consists of a number 
of modules , each of which contains specific algorithms. 
The function of the flaw detection sub-system is to cue 
the flaw characterization system that an irregularity 
has been encountered. The function of the characteri
zation sub-system is to compress image areas pointed 
at by the detection sub-system and generate feature 
pattern vectors. The feature analysis sub-system con
sists of modules containing single feature and vector 
analysis techniques to evaluate class representation 
and determine class separability. The classifier de
sign follows irom this analysis; otherwise, the charac
terization sub-system is cued for additional measure-

ments . The classification sub-system performs recog
nition. The objective of the design phase is to choose 
correct algorithms for the problem at hand. In the test 
phase the chosen algorithms for detection , characteri
zation and classification are usually connected only by 
feed-forward loops . 

This paper concentrates on the design phase and 
sub-systems (ii)-(iv). A case study of flaw classifica
tion in web materials is used to illustrate the roles 
of the sub-systems as well as problems generally ap
pearing in designing automated systems for web in
spection. The paper is organized as follows. The ma
jor issues in web inspection and the inspection system 
performance requirements are summarized in Section 
2. This section also outlines a general procedure for 
system design. A case study using this procedure is 
described in Section 3, followed by discussion of the 
results, Section 4. 

2 Issues in Web Inspection and Inspec
tion System Requirements 

Web materials take many forms: however , there is a 
remarkable similarity throughout the major industrial 
segments in the requirements for web inspection tech
nology. Inspection problems fall into two categories 
determined by the web material type. The first cate
gory of problems is associated with uniform materials , 
e.g., metals , film, and, in this case, the basic problem 
is to classify defects according to their origin. The 
defects in this c~e are easily differentiated from the 
uniform background. Example of defects appearing 
in uniform materials are shown in Figure 1 (a). The 
second category of problems is associated with tex
ture materials, e.g., non-woven materials, and the in
spection problems require grading of overall as well as 
local texture quality. Examples of two samples of non
woven materials that have different texture quality are 
shown in Figure 1 (b). 

The state-of-the-art in the first class of problems is 
more advanced, and there are commercially available 
systems that can detect defects e.g., [3]. However, 
these systems can only rudimentally characterize the 
defects and , therefore, the defect classification issue is 
largely a reseach subject, e.g., [2]. The characteriza
tion of texture materials is still only a research sub
ject, e.g., [1] . This paper concentrates on the probl:m 
of uniform web materials where the highest pnor1ty 

1 Present address: Department of Electrical Engineering a.nd Computer Science, Lehigh University, Bethlehem, PA 
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technical need is for an ability to differentiate between 
several distinct types of flaws and to help an operator 
on the factory floor assess the point in the production 
process where flaws are being introduced. 

Typically an inspection system for a uniform web 
material requires a customized design due to the 
unique characteristics both of the material and its 
manufacturing process. However ~ independently of 
the material , a system should have the following char
acteristics: 

• A bi/ity to handle high data throughput 

A typical web is 8- 10 feet wide and moves with 
speeds ranging from 600 to 6000 feet/minute . 
Consequently, the data throughput for 100 % in
spection (when detecting flaws of mm size) is 
tremendous and can not be handled by general 
purpose hardware. 

• Ability to handle large number of defect classes 

Typically an inspection task involves from a few 
dozen to few hundred classes . 

• Ability to handle non-homogeneous class popula
tions 

A single class of flaws may have a wide variation 
in appearance and the structure in feature space 
for a given class may be of a very complex nature. 

• Ability to handle overlapping defect classes 

Flaws belonging to different classes may be visu
ally alike , and ~ therefore , it may be necessary to 
assign confidence levels to classification of some 
flaws. 

• Ability to handle dynamic class populations 

Small changes in the production process can re
sult in entirelv new classes of defects or result in 
significant ch~nges in existing defect classes. 

One of the major issues in designing an inspection 
svstem is the selection of sensors . This includes choos
i~g a sensor with the appropriate characteristics and 
determining the optimal placement of the sensors for 
the production process. In many cases , using multiple 
sensor inputs , sensor fusion , and active sensing can 
simplify the classification task. Cnfortunately, this 
issue has yet to capture the attention of either the 
research community or practitioners in the web 
inspection industry. 

. In the most general form , the system design re
qmres development and testing of four sub-systems: 
Detection, Characterization , Feature analysis, and 
Classification . In the design stage the four sub
systems are connected by feed-forward and feed-back 
loops, as shown in Figure 2. In the test phase only 
the detection , characterization , and classification sub
systems are used and are usually connected by feed
forward loops . In the design stage a number of al
gorithms in each of the sub-systems are considered 
and , based on the characteristics of the problem, the 
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most appropriate algorithms are chosen , sometimes af
ter modifications. Since the flaw detection systems are 
commerciallv available. in our ·work we concentrate on 
flaw charact~rization. feature analysis , and classifica
tion. A case study of the design phase, listing specific 
algorithms, is described in the next section. 

3 A Case Study 
This study involves a 15 class problem. Through 

destructive testing the class membership was posi
tively verified for the available samples. The major 
problems in designing the inspection system in this 
case are consistent with those described in Section 2. 
and the most concerning issue is to determine if the 
information captured within the sensitivity band of 
the sensor can be related to the known classification. 
Only 628 samples were available for the study. It is im
portant to note that the defects representatives were 
unevenly distributed over the classes , e.g ., class 2 had 
156 representatives. and , on the other extreme, class 
11 was represented by 6 samples. The class member
ship is listed in Table 1. Such an uneven membership 
poses fundamental theoretical and practical problems . 
In addition , there is a large amount of variation within 
a given class and a large amount of overlap between 
classes in the appearance of the flaws. The last point is 
illustrated in Figure 3 where samples belonging to two 
different classes are shown. Each class is represented 
by 64 samples. Flaws within the class in Figure 3(a) 
show a great deal of diversity; moreover , some of the 
flaws in Figure :3(a) resemble some of the flaws in Fig
ure 3(b ) ~ representing an entirely different flaw class. 

3.1 Inspection system design 

Following the general procedure described in Section 
2 and the flowchart in Figure 2, we have considered 
and evaluated the following algorithms for each of the 
sub-systems: 

• Characterization sub-system 

Examples of the algorithms considered include 
spatia-frequency algorithms (including wavelets 
to allow capturing hierarchical relationships with
out intrinsic redundancy) and shape descriptors 
(various signatures to allow defect discrimina
tion based on shape, independently of position 
or size). 

We have studied in detail three characteriza
tion algorithrrs for this problem: invariant mo
ments [41. spatial-domain intensity signatures . 
and wav~let-based signatures [5] . None of the 
three approaches resulted in clustering in feature 
space consistent with the classification objectives. 
The spatial-domain intensity signature approach 
resulted in flaw groupings in the feature space 
close to groupings performed by humans and is 
briefly described in this paper . 

The spatial-domain signatures were motivated by 
our desire to capture in the same signature shape , 
orientation : and intensity variations of a defect. 
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Fo~ an image, f(x , y), an element s8 i of signature. 
8: 1s defined as 

1 K 

se, ::;= K LJ(xo + rcosfii,Yo + rsint1i), (1) 
r=l 

where (xo, Yo) is the center of gravity, 0 ~ (}i ~ 
~80° varying in predetermined steps {; , and K 
Is determined by the physical edges of the im
~ge region considered. An n element signature 
1s defined asS= (so,s 0 , s2c, .. .. : S(n-l )c), where 
( n-1){; = 180°. vVe have used{;= 5 in our exper
iments, thus acquiring 72 element pattern vectors. 
Since the acquired signatures/pattern vectors did 
not immediately show distinct features for fur
ther data reduction , we have subjected the en
tire signature to the feature analvsis sub-svstem. 
It should be noted that the ba.ckground~ were 
normalized prior to signature generation in order 
to counter-effect differences in image acauisition 
conditions . · 

• Feature analysis sub-system 

The algorithms considered included . among oth
er~ : clustering, dimensionality reduction. hierar
chical structures for reducing the complexity of 
the analysis task , and strategies for combining dif
ferent representation schemes (e.g. , symbolic and 
quantitative) . 
The specific choices of steps in the analysis were 
based on the pattern vector being a one dimen
sional signal representation of a two dimensional 
signal. The first step was to generate basic statis
tic~. Based on this , two classes represented by 
a s1ngle vector in the original data set were dis
carded from the data set . In the next step , a 
measure of cluster validitv was used in an iter
ative search for the opti~al number of clusters 
inherent in the data based on the K-means al
gorithm. There is a mixed class representation 
in the majority of the clusters. A further search 
on individual classes revealed that some of the 
classes contained as many as 15 clusters. and even 
the most sparsely represented classes had mem
bers distributed among 3 clusters. Table 2 shows 
th~ distribution of class population among the ob
tained clusters . The images associated with the 
clustered vectors were examined for visual homo
genei~y, showing an immediate separation of the 
flaws Into two separate groups: large, bright flaws 
and small, low contrast flaws . Thus . at the first 
pass, there appears to be the necessarv relation
ship between the characterization and· the visual 
characteristics of the flaws . Examples of 
the obtained clusters are shown in Figure 4. 

The next step in the analysis was to determine the 
all?-o':lnt of resolution necessary to separate the 
existing clusters into more homogeneous groups 
based on visual characteristics. The technique 
utilized for this was a visually guided variant of 
the ISODATA clustering algorithm. The general 
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strategy is to incorporate the ISODATA features 
of cluster deletion, splitting , and merging, guided 
by the visual information in t he images associated 
with the clustered vectors. · The obtained clus
ters contained fairly homogeneous populations. 
It should be noted that even when further in
creasing the degree of resolution the cluster mem
berhsip clearly shows that there is no separability 
using the available data set. Also, there becomes 
a point where the increasing degree of resolution 
becomes nonsensical. 

• Classifier sub-system 

The classification algorithms considered draw 
from single, hierarchical , and hybrid approaches , 
based on deterministic, stochastic and fuzzy pat
tern recognition principles. Decision rules can 
be constructed from different data representation 
schemes, e.g., symbolic or quantitative, and can 
incorporate multiple representation schemes into 
the decision rules. 
The classifier design generally falls directly out 
of the analysis of the features. The preceding dis
cussion , however. indicates that there is little cor
relation between the classes and the visual infor
mation; therefore , it would be fruitless to design a 
classifier for this task. A non-parametric classifier 
could be designed, backprop or Parzen windows , 
that would produce very good results for a train 
A - test A trial; however , the results would be 
very misleading. 

4 Discussion 
This paper describes the major issues in designing 

an inspection system for uniform web materials. The 
design phase considers four sub-systems: the detec
tion, characterization, feature analysis and classifica
tion sub-systems. The performance of the character
ization sub-svstem is evaluated bv the feature analv
sis sub-syste~ (in context of the s"pecific classificati~n 
problem), and an appropriate clasisfier is designed or 
chosen based on this analysis. The results obtained in 
the case study indicate that there is little correlation 
between the destructive analysis grading of the flaws 
and the information encoded bv the flaw characteriza
tion methods. There is , howev~r, a strong correlation 
between the flaw characterization and the appearance 
of the flaws. Similar results were obtained using dif
ferent characterization algorithms , leading us to the 
conclusion that in this particular case either the cho
sen sensor was not appropriate for the task at hand, 
or that it was not placed on the appropriate position 
in the production process. 
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(b) 

Figure 1: Examples of different \'.'eb materials: 
( a)uniform material and examples of flaws belonging 
to a single class-total of 64 fia\vs , (b )two samples of 
textured material that have distinctlv different overall 
texture characteristics. · 
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Figure 2: The interaction of four sub-systems tn the 
d1'sign ph;l..<;P oi a weh inspection system . 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida. Gainesville FL. April19-20, 1993 

(a) 

(b) 

Figure 3 : Two class example illustrating inter-class 
diversi tv and intra-class similarity in the case study: 
( a)class- l, (b )class 2 . Each class is represented by 64 
samples. 
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Table 1: Class membership for the case study 
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Figure 4: Examples of three obtained clusters that 
correlate close to the visual characteristics of flaws . 
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0 0 2 0 9 
7 1 27 2 16 
0 0 0 0 0 
8 0 0 0 0 
1 6 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 3 
0 0 0 0 0 
1 0 2 0 1 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 1 

4 0 5 0 1.7 0 2 11 3 8 
6 1 6 10 4 0 2 5 12 .0 
0 0 0 0 12 0 28 6 0 0 
2 0 0 0 43 2 7 9 1 2 
0 1 0 3 3 13 26 10 1 3 
0 1 0 0 3 0 7 6 1 0 
0 0 1 0 3 0 2 _ 0 ·0 0 
0 0 0 0 7 0 24 20 1 0 
0 0 0 0 4 0 2 4 0 0 
0 0 0 0 4 0 0 1 1 0 
0 0 0 1 2 0 1 0 0 0 
0 0 0 0 11 0 18 1 0 0 
0 0 0 0 0 0 4 1 0 0 

Table 2: First level clustering results . Rows corre
spond to classes columns to clusters. Only the first 13 
classes are included. 
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6 4 2 0 8 
6 31 7 1 12 
1 0 0 0 0 

18 3 0 10 0 
. 2 1 1 0 4 

0 0 1 0 0 
0 0 0 5 0 
1 0 1 1 0 
2 0 0 0 0 
s 0 1 0 1 
2 0 0 0 0 
2 · 0 0 0 0 
0 0 0 0 1 
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L INTRODUCTION 

The design of software for manufacturing 
cell controls is complex and laborious. In particular. 
changes and e:\.'tensions of the production facilities as 
well as the products may require redesign and 
rewriting of large amounts of software. It is then 
important to use a development approach where 
change can be accommodated in the most convenient 
way. The object-oriented approach to soft\Yare design 
appears to be a promising way of handling the 
development of changing and complex systems such 
as these. 

In this paper we illustrate by means of a 
particular design approac~ the Object Modeling 
Technique (OMT) [Rumb91 ], the systematic design 
and e:\.1ension of a manufacturing cell. We start from 
a set of requirements and we develop an initial 
design. Then this design is expanded to accommodate 
other functions and we analyze the effect of changes 
in the manufacturing environment. This example 
shows how easy is to design a system of this 
complexity if an appropriate methodology is carefully 
applied. 

Other studies of the use of object-oriented 
methods for Cll\1 design have focused on modeling 
mechanical CAD data [Spoo86], the advantages of 
C++ as a support for this type of environment 
[Stur91J, diagnosis [Grah91], and the use of Ada and 
Petri nets to model dynamic aspects [Kura92]. The 
study that comes closest to our work is [HsuC92], but 
that paper focuses on more general aspects of an 
object -oriented architecture. Here we show a detailed 
design example to exhibit the modeling power of this 
approach and to demonstrate how easy is to perform 
local changes or broad e:\."tensions to the initial 
design. 
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Section II discusses basic background on 
F!v!Ss and on object-oriented design, introducing the 
Object Modeling Technique (OMT) of [Rumb91] . 
Section III introduces a specific system used as 
reference for our development and we show how to 
model it using OMT. Section IV tests our design to 
see how to add other functions. \Ve evaluate these 
aspects in section V, while section VI presents some 
conclusions. 

IL BACKGROUND 

2.1 Flexible Manufacturing Systems 

A flexible manufacturing system (FMS) is 
formed by a group of machine tools and material 
handling devices. Individual units of the system are 
controlled by their own numerical control unit, 
while the system is usually supervised by an executive 
computer. An FMS system usually has random 
scheduling capabilities. Since the type of products 
and their production processes change as the product 
type changes, to design and implement the software 
which controls this type of systems is a complicated 
job. 

A typical FMS system contains workstations. 
load and unload stations. workpiece transport 
equipment, pallets, fixtures. tools, tool transport, · 
robots. buffer storage at workstations. etc. Different 
products. in general, require different processes and 
equipment associated \Yith the manufacturing 
processes and material handling needs. 

2.2 0 :\IT Concepts 

Object-oriented modeling and design have 
been proposed as a \vay to promote better 
understanding of requirements, cleaner design and 
more maintainable systems. Those advantages are 
accomplished through many unique features found in 
an object-oriented system. \Ve will not define these 
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here in detail since there is a considerable literature 
on this subject [Booc91, Mona92, Rumb91]. 

Some key ideas are central to the 
mechanisms of the object-oriented approach. The 
fundamental construct is the object, which contains 
both a data structure and a collection of related 
procedures, sometimes called methods. The only way 
in which objects interact with each other is by 
sending each other messages or by calls to their 
interface. Objects with the same data structure 
(attributes) and behavior (methods) can be grouped 
into a class. Each objects is called an instance of the 
class. A central feature of object-oriented systems is 
inheritance. Inheritance is a mechanism whereby one 
class of objects can be defined as a special case of 
another class, automatically including the methods 
and attributes of that class. The special cases of a 
class are known as subclasses. The same operation 
may behave differently on different classes - this is 
called polymorphism. The data within an object can 
be accessed only through its methods 
(encapsulation). 

2.3 Object Modeling Technique (OMT) 

As a general object model we use Rumbaugh 
et al.'s Object Modeling Technique (OMT), a 
specification and design approach for object-oriented 
systems [Rumb91]. Figure I shows the definition of a 
class \\ith three separate areas: the class name, the 
class attributes, and the operations or methods of the 
class. In the following figures some of these details 
will be omitted if they are not of interest in their 
specific context. 

The OMT model allows three basic types of 
associations between classes. 

• Generalization implies the definition of a 
superclass that collects the common 
characteristics of several subclasses. It describes 
an "is-a" association between a subclass and its 
superclass. For example, in Figure 2 the 
superclass Person is a generalization of the 
classes Faculty, student and Staff~ Student. in 
turn. is a generalization of Foreign-Student. 
The S)mbol for generalization is a triangle. 

• Aggregation (Composition) implies the 
description of a class in terms of its constituent 
panS. The concept of aggregation defines an "is
a-pan-of' relationship between a subclass and its 
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superclass. For example, Figure 3 shows a 
university composed of colleges, which in tum 
are made up of departments. Aggregation is 
denoted by a diamond. The black dots indicate 
multiplicity, e.g. a university is composed of 
several colleges, a college is composed of several 
departments. 

• Relationship describes how objects belonging to 
different classes relate to each other. The OMT 
symbol for association is a line connecting two 
classes labeled with the association name. 
Relationships can be binary, ternary, or even 
higher order, and can have any number of 
attributes. For example, Student can enroll in 
courses. and Faculty teach courses (Figure 4 ). 
Relationships can have attributes, e.g. grade in 
Figure 4 . 

The complete modeling methodology consists of 
three orthogonal stages: 

1. Object A-fodel : shows the static data in the 
system. It divides the application into object 
classes. The relationships among those classes 
are described by the class structure. The behavior 
of the objects are defined by the methods or 
operations associated with the object classes. 

2. Dynamic Model : shows the time-dependent 
behavior of the system. It shows the way the 
system behaves with internal and external events. 
An event trace diagram explains the event 
transformations between system classes and 
external effects. 

3. Functional Model: shows how output values are 
derived from input values, or how to process the 
data flow in the system during each event or 
action. 

IlL CASE STUDY: A FLEXmLE 
MANUFACTURING SYSTEI\1 

In this section, we first develop a FMS 
which consists of robots, assembly stations. storage 
devises and conveyors. A particular assembly 
sequence is defined for a selected product. The object 
structure, dynamic model, and state model are 
developed for the initial system using the OMT 
method. Then the system is modified to have different 
layouts and to handle different products. \Ve show 
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how little change is needed in our original design to 
adapt the software for the new system. 

3.1 Initial Definition 

Consider the manufacturing system shown 
in Figure 5. SJ is a storage bin from where Robot Rl 
picks up parts. The parts are deposited in a conveyor 
belt CB 1, able of start-stop operation. When camera 
C 1 detects a part, robot R2 picks it up and deposits it . 
in rotary table T. Here Robot R3 drills a hole in the 
part and paints it. Assume that not all . robots of type 
R3 can handle this type of part (special tools are 
needed). When finished, R3 signals R2 to put the 
part in conveyor belt CB2 which is moving at 
constant speed and takes it to the packing section. 
There are t work cells. 

Figure 6 is an OMT diagram for this system. 
Some attributes and operations are included for each 
object. The complete manufacturing system is 
described by class Manuf_Systcm. Operations in this 
class indicate the possibility of activating or 
deactivating the complete system. There could be 
specific instances (objects) of the manufacturing 
system tailored to handle different types of parts. The 
complete system is shown as composed of three units 
or subsystems. One of these is the assembly cell. This 
cell can have its own local control and can be 
activated or deactivated by the manufacturing system. 
Note that there are in general several instances of 
each cell ( t in this example) for each instance of the 
manufacturing system. The other subsystem is the 
distribution unit that describes the common 
equipment used to load and unload the assembly 
cells. In general there is only one distribution unit for 
the whole manufacturing system. 

The ne~1 aggregation leYel describes the 
components of these units. The distribution unit is 
composed of one storage unit, 2 conveyor belts, and a 
robot. The assembly cell is composed of 2 robots, 2 
cameras, and one table. There are 2 types of robots in 
the complete system: load robots, which can only 
grasp objects, and assembly robots. which can 
perform some specific operations (but cannot grasp 
parts). These two types of robots are generalized to 
Robot, which factors out common characteristics 
such as serial number, manufacturer, etc. 

The relationships indicate joint coordination 
of units, for example a camera works with the load 
robot to signal it when it should pick up a part from 
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the conveyor belt CB 1. Parts are related to the 
assembly cells. The many-to-many relationship here 
indicates that a part can be handled by many cells 
and that a cell can handle different parts. 

Additionally, the following remarks apply to 
this design: 

• Can-assemble can be deleted if one assumes all 
stations can assemble any part. 

• Cameras need to be related to their robots, the 
other units are related by their physical position, 
i.e. a given load robot 11knows 11 where to pick up 
its part because of the physical structure of the 
cell. 

• One can generalize Robot, Conv_bclt, and 
Table to l\tachinery but it is not important for 
this application. (It would be useful for a 
maintenance application). 

• The sequencing of the system is in the 
implementation of the activate operation. For 
example, the activate operation in 
Manuf_system would first initialize the system, 
then activate the assembly cell and periodically 
check status. It would also close the system in 
case of a malfunction. 

3.2 Dynamic I\Iodcl of the Initial Definition 

Figure 7 shows the dynamic model of this 
system. This is a composed of subdiagrams for each 
unit. \Ve show here only the robots because their 
behavior is more complex than the other units. Robot 
R 1 repeats a sequence of picking-move-place to 
deposit parts on the conveyor belt. If the bin becomes 
empty it goes to a wait or idle state. Robot R1 starts 
in the idle state until informed that a part is available 
on CB 1 when it starts a sequence of pickup-move
place that deposits the part on the table. It goes then 
into a wait state until the part is completed when it 
repeats the grip cycle to put the part in CB2 . Robot 
R3 waits for a part to be placed on the table after 
which it paints it and drills a hole. When finished it 
returns to its wait state. 

Exceptional conditions can be conveniently 
shown in this model. When a robot drops a part we 
assume that assembly can continue normally (except 
that we may have lost some time). However, when 
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there is a mechanical malfunction in a robot \ve go to 
a final state which deactivates the complete celL 

Figure 8 shows a timing diagram of the 
interaction between units. This is convenient to study 
synchronization aspects. 

IV. ADAPTING TO CHANGING CONDITIONS 

There are many sources of changes in an 
industrial environment. We may need to change the 
configuration of the assembly cells for cost or 
efficiency reasons. We may want to change the 
operations performed by the cell, we may need to 
accommodate a larger variety of pans, etc. In order to 
operate more effectively we may also want to expand 
the computer controls to include other applications 
such as maintenance, inventory, order processing, 
etc. To be precise we will call the ability to adapt to 
changing conditions modifiability, and the ability to 
extend the realm of applications extensibility. By 
using the example of section III we will show that the 
object-oriented approach provides for both 
modifiability and extensibility. 

Possible changes to the initial system are: 

1. Make R3 a more advanced robot able to grip and 
move its arm in addition to performing work on 
pieces. 

2. Add and additional storage bin so that R 1 can 
pick up pieces from it when the first parts bin is 
empty. 

3. Add another robot R4 to accelerate the work of 
R3 , e.g. R3 could paint a part while R4 _drills a 
hole in it. 

Possible extensions are: 

1. Add a maintenance application that keeps track 
of maintenance schedules, technicians assigned 
to machines, etc. 

2. Add an inventory application that will keep a list 
of available parts and will order parts from the 

· lowest cost supplier when their inventory is low. 

The changes can be accommodated in the 
follo\ving way: 
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1. Now robots of type R3 (advanced-robot) become 
a subclass of hand robots since they have all the 
functions of those plus some additional functions 
(Figure 9). 

2. This requires to add another instance of storage
bin and change the state diagram of Rl to pick 
up parts from the second bin once the first one 
becomes empty. 

3. This change requires to add another instance of 
Asscmbly_Robot. 

The extensions can be handled in the 
following way: · 

1. Generalize all the machines to a superclass 
Machinery and include there all the information 
needed for maintenance, e.g. serial number, 
manufacturer. etc. Describe technicians as a 
subclass of a class of employees and indicate by 
means of a relationship who is in charge of what 
machine. All this is shown in Figure 10. In this 
figure we assume that a technician can handle 
more than one machine and a machine can be 
handled by more than one technician. 

2. This is shown in Figure 11. \Ve only show here 
the relationship between suppliers and parts. We 
leave as an exercise for the reader to complete 
this solution. 

V. DISCUSSION 

This example (and many in [Rumb91]) 
shows the modeling power of the object approach. 
Modeling can be performed at the logical level of the 
application, leaving out implementation details which 
are · encapsulated in each object. A clear advantage of 
this is that implementation changes do not affect the 
logical level. 

A very valuable practical advantage is the 
easiness to accommodate changes. The 3 cases shown 
here required minimal changes or no changes to the 
OMT class diagram. As shown in the extension 
examples existing classes can be combined \vith new 
classes to add new applications. This implies a 
gradual gro\\th instead of the need to start from 
scratch as it happens in other methodologies. 

From a C~I viewpoint the state diagrams, 
while conceptually clear to define object interactions, 
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are not convenient when timing aspects must be 
considered. Also conditions such as deadlock, 
starvation, etc.~ necessary to evaluate a concurrent 
system such as this~ cannot be conveniently studied. 
Petri nets~ stochastic Petri nets~ and other approaches 
can be used to complement this analysis [Kura92). 

There exist a good number of development 
tools to help building class diagrams. The authors of 
OMT have developed OMTool and several CASE 
tools include support for object-oriented development. 
These tools can convert the OMT class diagram into 

a set of C++ definitions. 

Another convenient aspect of this approach 
is the ability to describe exception states in the state 
diagram. This is useful to analyze error and abnormal 
conditions of any type. 

VL CONCLUSIONS 

We believe we have made a strong case for 
the use of object -oriented methods in CIM. As 
indicated earlier, other studies have not focused in 
modeling aspects. \Vhile we used a specific approach, 
i.e. OMT, any similar approac~ e.g. [Booc91, 
Mona92] would be appropriate. 

It would be also possible to extend this 
approach to simulation. One must then make all the 
implicit relationships explici~ e.g. the actual physical 
position of a machine cannot be used as an implicit 
relationship as discussed above. The limitations of 
the method. i.e. lack of process structure, timing data. 
etc. must be taken into consideration. 
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RESULTS OF PROXIMITY SENSING RESEARCH FOR 
REAL-TIME COLLISION A VOIDANCE OF ARTICULATED ROBOTS 

WORKING NEAR THE SPACE SHUTTLE 

D. Wegerif D. Rosinski W. Parton 
Merritt Systems Inc. 

P. 0. Box 2103 
Merritt Islan~ Florida 32954 

ABSTRACT 

This paper discusses the implementation of proximity 
sensor based control for a kinematically redundant robot 
arm manipulator. In contrast to model-based approaches, 
sensor based control techniques require no a priori 
knowledge of the operational environment We used 
infrared proximity sensors located about the periphery of 
a three degree of freedom planar mechanism to provide 
real time knowledge of the environment near the 
manipulator. The control algorithm produces a collision
free path around detected obstacles based on this 
information, while allowing the end effector to reach the 
desired goal position. 

We constructed a fully functional collision avoidance 
system for a redundant planar manipulator. We are now 
testing and improving the system further. The current 
testbed incorporates · a PUMA -600 robot manipulator 
operating in a plane with a sensor 11skin11 composed of 14 
infrared sensorCells about its periphery. Each sensorCell 
incorporates eight sensing elements, a distributed 
processing electronics system, and supporting 
communications hardware providing real-time control of 
the robot system. A standard desktop computer serves as 
the process controller. This work has been extended to 
redundant spatial manipulators under a NASA Phase II 
SBIR research grant 

BACKGROUND AND INNOVATION 

Various hazardous tasks are performed manually today 
because traditional robot systems lack adequate dexterity 
and sensing abilities. These tasks include the 
maintenance and monitoring of equipment in radioactive 
environments, and the inspection and servicing of space 
flight hardware. Robots are under development to 
pe~o~ th~ and similar applications. Adequate 
collisiOn avoidance techniques to fully utilize the 
capabilities of these robots have not yet been developed, 
however. 
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Existing collision avoidance for most tele-operator 
systems consists mainly of manual intervention based on 
visual observation of the robot. Constrained 
environments, however, preclude direct view in some 
configurations. This prevents an operator from detecting 
obstacles visually. Autonomous motion planners using 
model based control strategies were developed, however, 
they provide collision-free motions only if the model 
accurately matches the actual working environment of the 
robot. If the model contains even small inaccuracies, or if 
the environment is dynamic with unmodeled moving 
objects, collisions may occur. These limitations require 
the implementation of other techniques to assure 
collision-free motion of the entire manipulator. 

A whole-arm sensing mechanism, which utilizes 
discrete proximity sensors about the entire periphery of 
the arm, can provide collision avoidance capability for a 
kinematically redundant manipulator. Cheung introduced 
a method of providing discrete proximity sensors over the 
entire periphery of a robot manipulator in 1989. 1 The 
original system provided complete coverage over a spatial 
positioning (3 revolute) robot. In 1991, MSI extended 
this capability to a kinematically redundant planar robo~ 
and successfully demonstrated a proximity sensor-based 
control methodology on a redundant planar manipulator. 2 
A motion planning algorithm, developed by MSI, utilizes 
the kinematic redundancy of an articulated robot to avoid 
obstacles while maintaining the desired end-effector 
trajectory. This capability is currently being 
demonstrated on a new testbed incorporating a PUMA 
600 robot manipulator and 14 infrared sensorCells 
mounted on its periphery to provide proximity 
information to the PC based cell controller. 

ORIGINAL TESTBED OVERVIEW 

In 1991, under NASA Phase I SBIR contract 
NAS10-11754, MSI investigated proximity sensor-based 
motion control for kinematically redundant robot 
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manipulators. We accomplished this through the 
development of a demonstration t~ a graphical user 
interface, and a control algorithm that combined real-time 
sensor data with desired end-effector positioning 
commands to produce the necessary joint velocities. This 
section will describe the original development platfo~ 
sensor system, user interface, and control algorithm. 

Hitachi Demonstration Testbed 

MSI assembled the original testbed to verify the 
ability of proximity sensors to control a kinematically 
redundant manipulator in real time. MSI selected a 
planar robot, the Hitachi 4010H, SCARA-type 
manipulator, as the Phase I demonstration platform. As 
with most SCARA manipulators, the 401 OH is a serial 
RRPR (R - revolute, P - prismatic). With a link 
attached to the wrist joint, a total of three revolute links in 
a plane were available. The robot was able to meet any 
specified position of the end-effector in the workspace 
with an infinite number of configurations of the three 
links. 

A 33 megahertz clock-rate, 80386 microprocessor
based, personal computer (PC) served as the cell 
controller. A standard RS-232 serial port operating at a 
rate of 4800 baud supported communications to the robot. 
A dedicated 16 channel analog-to-digital (AID) card in 
the PC converted the output of the sensor system into 
useful digital data. 3 We used the four available digital 
output channels and one of the D/ A channels to provide a 
five-bit address to the proximity sensor control circuits 
mounted on the robot. 

The system software was written in Borland Turbo 
C, with five major software routines: 1) the main 
program, which included the robot control algorithm; 2) 
Dl A & AID card control software, which scanned the 
sensors and listed the location and magnitude of the 
highest sensor reading; 3) robot control software, which 
provided serial communication between the robot and PC, 
and converted the output of the main algorithm joint 
command from radians to stepper motor positional 
counts; 4) the supporting program for the main algorithm, 
which provided general vector and matrix manipulation 
functions; and 5) the user interface, with a graphical 
representation of the robot work space. 

Sensor Skin and Electronics 

We limited the objectives of this development 
project to demonstrating the ability of a proximity sensor
based approach for a kinematically redundant robot 
manipulator, and did not include the development of a 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April 19-20, 1993 

specialized sensor system. MSI selected reflected infrared 
energy as the sensing media. We used optically reflective 
materials as obstacles. Previous research done by Cheung 
was the basis for the sensor system. 1 

MSI built sensing circuits for each of the three robot 
links. Each circuit card accommodated up to 32 sensor 
pairs, consisting of an IRED emitter and a PIN diode 
receiver. The circuit contained both an analog portion for 
amplifying and filtering the reflected light energy, and a 
digital portion for sequentially operating each of the 
!REDs. 

While Cheung used a flexible Dacron mounting 
material, we chose a standard 40-conductor ribbon cable 
with 40-pin female connectors attached at approximately 
every 50 mm (two inches). The ribbon cable allowed a 
simple method of attaching the sensors to the robot links. 
We inserted an IRED and PIN diode into each connector. 
This provided complete flexibility in the location of the 
sensors along the robot periphery, and also permitted 
!REDs and PIN diodes to be easily changed or 
reconfigured to different addresses. We addressed the 
IREDs by bending the leads to fit in the appropriate 
socket of a female connector. This provided a simple, 
low-cost method of fabricating a strip of sensor pairs. 
The sensor strip was attached to the perimeter of the robot 
manipulator using double-sided adhesive tape. 

User Interface 

The user interface contained two elements. The first 
was a menu, which allowed the user to initialize the 
system and command specific responses from the robot 
and sensors. This enabled the user to observe raw sensor 
data, calibrate the sensors, and review the calibrated 
sensor data. The second element, the graphical interface, 
provided the user with an overhead view of the current 
configuration and the desired end-effector position. For 
the graphical display, line segments represented each link 
of the robot. An operator commanded the desired end
effector position of the robot by first moving the on-screen 
cursor with the mouse to the desired position within the 
robot workspace, and then depressing the left button on 
the mouse to fix the desired position. Obstacle detection 
illuminated a visual cue on the display at the point 
representing the sensor location on the robot. The 
graphics refreshed each cycle of the software. 

Control Algorithm Development 

MSI investigated several control techniques, 
including both closed-form and heuristic algorithms, 
before selecting an approach. The ideal control algorithm 
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would enable the robot to detect obstacles, avoid 
collisions, and maintain a desired end-effector trajectory 
without any prior knowledge of the work space. The 
algorithm also had to be sufficiently compact and efficient 
for use in real-time on a PC-based cell controller. 

The control algorithm implemented, based upon the 
1985 work of Maciejewski and Klein, 5 achieved the two 
goals of maintaining a desired end-effector velocity and 
providing obstacle avoidance in a dynamic environment. 
To do this, the algorithm combined the desired end
effector velocity with a calculated obstacle velocity to 
obtain the required manipulator joint velocities. The 
original algorithm gave highest priority to achieving the 
desired end-effector position, while using the available 
degree of freedom for obstacle avoidance. Our 
modification to their algorithm instead placed top priority 
on avoiding the obstacle, allowing movement to the 
desired end-effector position only if the path was clear. 

As a result, the implemented algorithm supported 
three modes of operation, depending on the location of the 
closest obstacle to the arm. In Mode 1, when no objects 
were within range of the sensors, the arm simply moved 
to the desired end-effector position. If an object came into 
sensor range, the arm entered Mode 2, where the arm 
moved to the desired end-effector position, while avoiding 
the obstacle using the redundant degree of freedom. 
Finally, if the obstacle came too close, the arm switched 
to Mode 3, where it would move all joints necessary to 
avoid a collision. The switching between modes occurred 
transparently and smoothly, without any action by the 
operator. We based switching solely on the current sensor 
data. This led to an intuitively agreeable operation of the 
arm. A description of the algorithm follows below. 

The end-effector velocity, x', is related to the joint 
velocities, denoted by the n-dimensional vector Q', where 
n is the number of degrees-of-freedo~n, by the equation 

x' = \JCl (1) 

where J is the Jacobian matrix. In the case of redundant 
manipulators, the inverse of J is not defined because it is 
rectangular. Instead we calculate the pseudo inverse, .r-, 
using the following equation: 

(2) 

The general solution to equation 1 is given by 

Q' = .r- x' + (1- .P- J) z (3) 
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where I is an n by n identity matrix, and z is an arbitrary 
vector in q' - space. Thus, we decompose the resultant 
joint angle rates into a combination of a least squares 
solution of the minimum nor~n, plus a homogeneous 
solution created by the action of the projection operator I -
.P- J (which describes the redundancy of the system) 
mapping an arbitrary z' into the null space of the 
transformation. By the application of various functions of 
q to compute the vector z, we can configure the 
manipulator to achieve some desirable secondary criterion 
under the constraint of the specified end-effector 
velocity.5 

The obstacle avoidance approach identifies, for each 
period in time, the point on the robot that is closest to an 
obstacle. We call this the obstacle point, and assigned to 
it is a desired directional velocity component away from 
the obstacle surface. 5 This method is ideally suited for 
robot systems incorporating numerous proximity sensors 
about their periphery, where each individual sensor 
provides a discrete value representing the distance of that 
portion of the arm to the obstacle. By monitoring all of 
the sensors, it is relatively simple to determine the part of 
the robot that is closest to an obstacle at any time. The 
primary goal of the specified end-effector velocity and the 
secondary goal of obstacle avoidance are thus described 
by the equations · 

where: 

~Q' = Xe 

l, Q' = Xo 

Je - end-effector Jacobian 

J0 -obstacle point Jacobian 

Xe - specified end-effector velocity 

Xo - specified obstacle point velocity 

(4) 

(5) 

We give the set of solutions to exactly satisfy the desired 
end-effector goal in the form of equation 3. Substituting 
this solution into equation 5, the result is 

Xo = JoQ' = Jo ( Je + Xe' + (I - Je + Je) z) 
= Jo Je + Xe' + Jo (I- Je + Je) z <6> 

which can be solved for the desired homogeneous 
solution. Solving the above equation for z leads to the 
following equation: 

(7) 

We substitute this result back into equation 3 to provide 
the desired solution satisfying both goals under the 
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constraints imposed by the number of available degrees
of-freedom, yielding: 

Finally, adding a term to move the arm away from 
obstacles, and placing top priority on avoiding obstacles 
yields: 

Q' = Je + Xe' + [Jo (1- Je + Je))+ (Xo'- Jo Je + Xe') 

+ k Jo (Xo'- Jo Je + Xe') (9) 

Each of the terms in the preceding formulation has a 
physical interpretation. In the redundant case, the 
pseudo-inverse solution of the desired end-effector 
trajectory J e + Xe' guarantees the exact desired end
effector velocity and minimum joint velocity norm. We 
use this matrix to transform the desired obstacle point 
motion from Cartesian obstacle velocity space into the 
best available solution in the joint velocity space, again 
through the use of the pseudo-inverse. The second 
component sacrifices the minimum norm solution to 
satisfy a different goal, that of obstacle avoidance using 
the redundancy. The matrix, composed of the obstacle 
Jacobian multiplied by projection operator J 0 (1- Je + Je), 
represents the degrees~f-freedom available to move the 
link's obstacle point without moving the end-effector. We 
scale ·the third component by the parameter k to force the 
arm away from any sufficiently close obstacles, 
abandoning the desired end-effector position if necessary 
in order to avoid a collision. 

We find the parameter kin equation 9 by setting a 
threshold on the sensor data from the skin. If the sensor 
reading associated with the obstacle point exceeds this 
threshold, we gradually increase the parameter k in 
proportion to the sensor reading, until we drive the arm 
away from the object. The vector describing the desired 
obstacle point motion is the commanded motion, Xo', 
obtained from the sensor data, modified by subtracting the 
motion caused at the obstacle point by satisfying the end
effector velocity constraint J 0 Je + Xe'· 

We calculate the specified end-effector velocity, Xe· 
by taking the difference between the current and desired 
end-effector position. After determining which sensor on 
the manipulator has the highest reflected energy signal, 
we set the magnitude of the specified obstacle point 
velocity in proportion to this sensor's measured value. 
The direction of Xo equals the sum of the joint angles of 
the arm, plus or minus 90 degrees, depending upon which 
side of the arm the sensor is fastened. Currently, we use 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April 19-20, 1993 

only the single point closest to the arm in the equation to 
develop desired joint velocities. In some instances, this 
may cause the manipulator to oscillate between two 
configurations. This would occur if the we drive the arm 
out of the range of one obstacle, only to be left closer to 
another obstacle. During the next cycle, the manipulator 
might then be driven back toward the original obstacle. 
We can reduce this effect by monitoring several sensors 
simultaniously, which represents obstacles close to the 
manipulator, and adding their respective components to 
the homogeneous solution: 

The algorithm presented here meets all of the 
requirements developed for this application, and it is 
extendible to highly redundant planar or spatial robot 
manipulators. We demonstrated two control methods 
during system testing: repel and teleoperation. The repel 
condition maintains a desired end-effector position while 
the manipulator is exposed to dynamically moving 
objects. To accomplish this, we maintain the desired 
end-effector position while the links of the manipulator 
move to avoid colliding with the objects. In the 
teleoperator condition, meanwhile, the operator 
commands in real-time the desired end-effector position 
of the robot, and the robot moves to the desired end
effector position while avoiding obstacles detected by the 
sensitive skin. We successfully demonstrated the system 
in both conditions, with multiple, dynamic objects in both 
cases. 

Results of Original Testbed 

We built and demonstrated a fully functional 
collision avoidance system for kinematically redundant 
robot manipulators. The results indicated that it was 
feasible to use proximity sensor-based control of 
redundant manipulators in constrained environments. 
The infrared sensor system demonstrated a sensing range 
of approximately 8 em (3 inches), and an ability to detect 
a wide variety of objects. The sensing technique 
depended on measurements of the amplitude of the energy 
reflected back from the object to the sensor-receiver. The 
cell controller polled the entire sensor system at an update 
rate of approximately 3 Hz, sampling each of the 49 
sensor pairs 30 times and averaging the readings, in order 
to reduce noise in the system. The resulting sample rate 
proved adequate for the test robot. 6 

Thus, this novel sensor-based motion planning 
approach for kinematically redundant robots provided 
real-time guaranteed safe motion around detected 
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obstacles in a clutt~ partially modeled, or dynamic 
environment, while allowing the end-effector to reach the 
desired position in the workspace. Certain limitations of 
the sensing system were evident, however, including: a 
low sensor update rate; limited detection range, inability 
to detect some materials; and, a high level of noise in the 
analog circuit Successful commercial implementation of 
this technique would require an improved method of 
detecting obstacles and processing sensor data. 

The limitations of the sensing capabilities led to the 
development of the sensorCelL described in section 4, to 
provide a greatly enhanced method for obtaining the 
proximity data. The development of a new testbed 
incorporating a closed-loop servo controlled robot, an 
improved implementation of the control software using an 
object oriented language (Borland C++), an improved cell 
controller (a 50 1\fHz 486 PC) and 14 infrared sensorCells 
is providing an excellent demonstration platform. 

RELATED RESEARCH 

MSI completed a related investigation into improved 
sensing capabilities entitled Sensor Technology for 
Robotic Obstacle Avoidance. under NASA Phase I SBIR. 
contract NASI0-11860 in July 1992.4 The primary 
purpose of this project was to evaluate the ability of 
several different sensing media to detect materials found 
on or near the Space Transportation System space 
shuttles. We constructed,and tested infrared, capacitive, 
and ultrasonic sensors. Improved methods of obtaining 
and processing sensor data resulted in the development of 
a distributed processing electronics system, termed a 
sensorCell. 

Sensor Capability Study 

During this project, we constructed and tested fully 
functional infrared (IR), ultrasonic, and capacitive 
proximity sensors. We developed a special test fixture 
and software to collect data on the detection capabilities 
of the three sensor types. The design of the fixture 
allowed for testing material samples in both the X 
(displacement) and Y (direction) coordinates. This 
provided performance data on both range and directional 
sensing capability. We designed and built a prototype 
distributed processing electronics system to support 
operation of each sensor. 

The testbed infrared sensor was able to detect all of 
the materials tested at a minimum range of 10 em ( 4 
inches). MSI observed a broad angle of sensitivity, which 
would support overlapping coverage in a multi-sensorCell 
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environment The later version of the sensorCell was also 
able to detect ceramic coated space shuttle insulation 
material at approximately 20 em (8 inches), also an 
improvement over the testbed configuration. 

The ultrasonic sensor likewise was able to detect 
each of the material samples. Minimum detection range 
was 8.25 em (3.5 inches), with a detection zone width 
about 10 em (4 inches). The width of the target detection 
beam increased with the distance to the target, indicating 
a conical beam shape, as expected. The data also showed 
that the sensor easily detected the tile over the maximum 
range of the testbed, approximately 50 em (20 inches). 
However, the magnitude of the response signal, indicated 
by the number of counts, did not vary significantly, i.e., 
the sensors positively detected the target, but could not 
make an accurate determination of relative range. 

Although able to detect all test materials, the 
capacitive sensor, based on the capici:flector, 7 exhibited 
the most limited detection range of the test systems. The 
range varied from 3.75 to 7.5 em (1.5 to 3 inches). 
Within these ranges, the magnitude of the measured 
changes was extremely low and could present detection 
problems in noisy environments. The material properties 
of the target materials and/or the specific implementation 
technique may have caused this relatively poor 
performance. Also, the size and composition of our test 
materials may not be conducive to long range capacitive 
detection. 

Sensor System Hardware Improvements 

The sensorCell evolved from the need to minimize 
the amount of robot cell controller computational 
overhead caused by collision avoidance data handling and 
analysis. Distributing the processing intelligence over 
many dedicated micro controllers appeared to provide an 
optimal solution. We sought to minimize cost, leading to 
multiple sensors sharing the same microcontroller 
hardware. We also required an efficient method of 
reducing and transmitting the resulting data due to the 
large number of sensors to instrument an entire robot 
manipulator. Additionally, we deemed as necessary a 
robust communication capability between sensorCells and 
the host computer,· support for multiple sensor media, and 
a high level of fault tolerance. 

The equipment designed and built during the project 
satisfied all of the above requirements. We selected 
reflected IR. light amplitude as the sensing technique for 
the prototype sensorCells. Localization of the sensory 
hardware to . each sensorCell limited analog signal 
distribution to the sensorCell itself. We converted the 
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analog object proximity information to a digital form 
extremely resistant to transmission noise. As a result, we 
eliminated previous problems with signal noise between 
the sensors and robot cell controller. 

The use of digital communications between 
sensorCells, and between the sensorCells and the 
controller, also allowed development of a standard for the 
presentation of proximity information. The standard 
interface made the sensory mechanism of the individual 
sensorCells transparent to the robot controller, enabling 
the concurrent use of different sensing media on 
neighboring sensorCells. The result is that each 
sensorCell appears generic to the controller system. We 
developed a novel communications architecture to pass 
commands and information between the controller and 
the sensorCells. This design allows the controller to 
command all of the sensorCells simultaneously, and 
permits immediate communication of proximity alarms to 
the controller from the sensorCells. Additionally, each 
sensorCell has a unique address, even though it may be 
otherwise identical to all other sensorCells. Controller 
coordination of scanning and identification of the source 
of proximity information and alarms requires this unique 
address. The design supports a two-dimensional array of 
sensorCells, 32 cells wide by 32 cells long with a 
maximum of 1023 sensorCells in a single system. 

Under the Phase I contract we constructed and tested 
three fully functional IR. sensorCell prototypes. Each 
sensorCell contained two emitters and eight receivers 
arranged in two approximately square-shaped elements. 
Operational characteristics of individual sensorCells were 
measured. We observed significant detection range 
increases were observed over the initial development 
prototype version, which incorporated a single sensing 
element. The software and firmware successfully 
implemented the described communications protocol 
enabling redundant, fault tolerant data transmission 
between the sensorCells and the control computer. Scan 
time was 10 ms for a single board with no obstacles 
present. This corresponded to a single cell scanning 
frequency of 100 Hz in the preferred mode. The backup 
communications mode scan time was 12 ms. 

CURRENT WORK 

MSI is currently conducting work under NASA 
Phase II SBIR. contract NAS10-11910 to develop and 
implement a fully functional proximity sensor skin and 
control system for a Robotics Research 1207 manipulator. 
This two-year effort includes: extension of the control 
algorithm to seven degrees of freedom; improvements in 
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sensor detection range; construction of a sensor skin 
containing a distributed array of infrared sensing devices 
and related electronics; and, installation and testing of the 
system on a Robotics Research 1207 device. We are 
presently performing capability testing and performance 
optimization using a new demonstration platform. It 
incorporates a PUMA 600 articulated robot and 14 
upgraded sensorCells mounted about the robot's 
periphery. For test purposes, we configured the robot to 
provide a single kinematic redundancy with three axes in 
a vertical plane by fixing the position of the fourth axis so 
that axes' two, three and five are parallel. We added a 
short link to the tool mounting flange to provide a third 
planar link. 

We installed an improved version of the sensorCell, 
designated revision B, for optimization and testing. 
Revision B devices provide improved sensing capability 
and increased control of the sensorCell system. 
Improvements include: restructuring of the sensorCell 
command set, modification of the analog circuit, and a 
reduction in the current draw of each sensorCell. We 
modified the initial command set to handle up to 16 
sensors on each SensorCell. We retained the ability to 
support addressing of 1023 sensorCells, however, we 
introduced the concept of the sensorCell 'set'. We can 
now assign each sensorCell to one of 256 poSSible sets. 
Sets can be enabled or disabled to allow, for example, 
only sensorCells facing in the direction of travel to be 
perform scans. This innovation greatly improves the 
effective scan rate. The revised instruction set permits 
complete sensing operation using only one of the two 
busses in the event of a failure. This adds another degree 
of redundancy and makes the system more fault tolerant. 

Optimization of the analog circuitry component 
improved performance and ensures that each sensorCell 
operates within prescribed standards. We made other 
changes to the analog to digital converter circuitry to 
improve sensitivity. We have also implemented a detailed 
circuit testing and acceptance program. We test and 
adjust each sensorCell to provide uniform performance. 
These changes increased detection range substantially. 
The sensorCells now consistently detect standard 
reflective targets at up to 35 em (14 inches). 

We also implemented hardware changes to reduce 
the sensorCell current requirements. The first generation 
sensorCell employed an older communication IC that 
resulted in a current draw of approximately 200 
milliamps per device. We replaced these components 
with a more efficient communication IC. The current 
sensorCells require approximately 25 rna at 7 volts for 
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operation. The entire 120 sensor skin requires less than 
400 rna in contrast to the 3 A required by the earlier 
devices. 

A standard 80486 PC now serves as the cell 
controller. The control system uses two serial ports to 
transfer sensor data, commands to the sensorCells, and 
communications between the PUMA and the PC. The 
robot downloads current joint positions to the cell 
controller each command cycle. The cell controller uses 
desired end-effector position and the sensor data in 
combination with the current robot position to create the 
new desired joint commands. The cell controller sends 
joint commands to the robot every command cycle. The 
configuration provides a real-time update rate. We p~an 
to mount additional sensorCells to the robot to proVIde 
sensing capability out of the plane and enable spatial 
motion control of the robot The goal of this evolutionary 
process is to extend the sensing techniques to spatially 
redundant robots such as the Robotics Research 1207. 

As of this writing, the testbed system performs 
approximately 7 complete sensor skin samples per second 
over our 120 sensor skin. Testing is in progress to 
implement a methodology of multiple scans. 
Simultaneously scanning multiple sets of sensorCells 
effectively reduces the time to cover the entire systems of 
sensors. We are also investigating the feasibility of other 
scanning methods using heuristics to select optimum 
sensing patterns for operating conditions. Interference 
between sensorCells is currently the limiting factor to 
increased scanning frequencies. 

MSI and the Department of Energy, through the 
Oak Ridge National Laboratory, are discussing funding in 
fiscal year 1993 to investigate application of this 
technology to robotic missions in the Environmental 
Restoration and Decontamination and Decommissioning 
areas. A possible task would be the construction of a 
system based on the PUMA prototype for use as a 
technology demonstration device. MSI ·is pursuing this 
work through the Robotics and Process Systems Division 
at the Oak Ridge National Laboratory. 

MSI has also proposed to NASA the development of 
a collision avoidance system for a serpentine robot 
manipulator currently under development by Foster Miller 
as a deliverable for a Phase II SBIR. to begin in 1993. 
The proposed system would consist of a flexible skin of 
distributed intelligent sensors based on the sensorCell 
described above. Each intelligent sensor would be a 
standalone sensing and processing device. We proposed 
optimizing sensor media composition and distribution for 
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the Shuttle Processing work environment by the 
performance of an extensive sensor test program. 

TECHNOLOGY APPLICATIONS 

Currently, four robotic systems are under 
development for applications at the Ke~edy Sp~ 
Center: the Automated Radiator Inspection Devtce 
(ARID), the HEP A Filter Certification Robot (HFCR), ~e 
Robotic Tile Processing System (RTPS), and a serpentine 
robot to perform pre-flight close-out tasks. Because 
collisions between the robot and flight hardware are 
unacceptable, whole arm sensing technologies are 
necessary. In many cases, a proximity se~or syste~.may 
be the preferred technique for preventing collistons. 
Similar sensing technology is currently under 
development at the Goddard Space Flight Center for 
future autonomous satellite servicing 7 and for hazardous 
and radioactive materials handling systems for the 
Department of Energy at the Sandia National 
Laboratories and Oak Ridge National Laboratory. 8 MSI 
has submitted a Phase IT SBIR. proposal to NASA for 
development of a functional proximity-sensor ~ for the 
serpentine robot being constructed by Foster-Miller Inc. 

. We have identified several large commercial 
applications for non-tactile, proximity sensor-based 
obstacle detection and avoidance systems. These 
applications include the seven vertical case p~aration 
systems designed and built by Vadeko Inte~ttonal ~c. 
for the NASA Solid Rocket Motor Manufactunng Facility 
in Iuka, Mississippi. A system for the robotic painting 
and maintenance facility currently being designed to 
service United States Air Force aircraft is also under 
consideration. This later system requires a collision 
avoidance system to ensure that the robot does not strike 
critical flight surfaces of advanced aircraft. Vadeko 
identified MSI as the source of the collision avoidance 
function for this system. 

Other commercial applications exist in 
manufacturing. The widest application may provide 
enhancements to a large number ~f existing robotic work 
cells. Instead of the current intrusion protection 
techniques (fences, pressure sensitive pads) used to 
restrict humans from being struck by robots, the robots 
could be instrumented with sensorCells to allow humans 
to work safely in the same area. Integrated man and robot 
work cells would utilize the dexterity, finesse, and 
intelligence of a human with the strength, accuracy~ and 
endurance of a robot. This capability has the potential to 
greatly improve the productivity of numerous 
manufacturing processes. 
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CONCLUSIONS 

The results of the research show that it is feasible to 
use proximity sensor-based control of redundant 
manipulators in constrained environments. We base our 
conclusion on the successfnl demonstration of a fully 
functional planar testbed developed by MSI. We have 
demonstrated two control methods, repel and 
teleoperation. The control algorithm is extendible to both 
planar and spatial manipulators with any number of 
redundancies. It converges asymptotically to the desired 
endpoint position and remains stable until a sensor detects 
another, closer object The manipulator then moves to 
avoid the closest object while maintaining the desired 
end-effector position. 

Existing proximity sensing technology appears 
adequate to support construction of a practical collision 
avoidance svstem for installation on both new and 
existing ro~t manipulators. We found three pro~ty 
sensing techniques, infrared, capacitive, and ultrasomc, 
capable of consistently detecting Shuttle Orbiter 
materials. Successful deployment requires several 
technical enhancements. Ultrasonic sensing exhibited 
exceptional absolute detection ranges, but lacked 
sufficient resolution to allow relative range determination. 
Infrared reflected amplitude provided good relative range 
information, but over a limited absolute range. We found 
the capacitive technique limited in both areas. The test 
results indicate that an integrated infrared and acoustic 
proximity sensing system would be the most effective 
means of detecting materials found on or near the Orbiter 
for ground-based applications. 

We have demonstrated the sensorCell distributed 
processing concept to be a feasible method for controlling 
distributed proximity sensors. Using infrared media, 
these sensorCells presently have an effective detection 
range of over 30 em. Each sensorCell can perform an 
autonomous scan of all 8 sensors in 10 milliseconds, 
corresponding to an effective sensor scan frequency of 
800 Hz. We have achieved a scan frequency of 
approximately 7 Hz for a complete sensor skin of 120 
sensors. We expect innovative techniques to allow 
demonstration of operational frequencies of 24 to 48 Hz 
in the near future. Extensive testing of second generation 
sensorCells continues to identify improvements in design 
and operation. 
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AUTONOMOUS OBSTACLE AVOIDANCE USING VISUAL FIXATION AND LOOMING• 
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ABSTRACT 

This paper deals with a vision-based method for avoiding obstacles using visual looming and fixating motion. 
Visual looming is the result of expansion of objects in the retina. Usually, this is due to a decreasing distance between the 
observer and the object. An increasing looming value signifies an increasing threat of collision with the object. Also, a 
purposive control of visual fixation at the objects in front of the moving camera simplifies the visual task of avoiding them. 
Using these two basic concepts we implemented real time obstacle avoidance in a tight perception-action loop. 3D space 
in front of the camera is divided into zones with various degrees of looming-based threat of collision. For each obstacle 
seen by a fixating camera, looming and its time derivative are calculated directly from the 2D image. Depending on the 
threat posed by an obstacle, a course change may be required. This looming based approach is simple, independent of the 
size of the 3D object and its range and involves simple quantitative measurements. Results show a camera on a robot arm 
navigating between obstacles. · 

1. INTRODUCTION 

How do we navigate in a world full of 
stationary and moving obstacles? How do we avoid 
collisions with furniture and moving people when we 
walk from one end of the room to the other ? How 
does a driver manipulate his speed and the course of 
direction during driving a car in a heavy traffic ? 

We argue that the visual looming effect, i.e., 
the expansion of objects' size in the retina is essential 
to all the above. Usually, an object's size as projected 
on the retina expands if the distance between the 
observer and the object decreases. This visual 
looming carries an indication of a possible collision 
with that object. The observer may react defensively 
to reduce this visual threat. Following this approach 
it is possible to explore navigation problems, in 
particular the obstacle avoidance problem, for an 
autonomous mobile robot. For navigation, 
reconstruction of 3D world is computationally 
expensive and may not be needed. In many situations 
a task-dependent, tight 2D based perception-action 
loop can be adopted [ 1-4]. 

The problem of obstacle avoidance by 
autonomous mobile robots has received various 
approaches from researchers in the computer vision 
area. Usually the task is to drive the robot from a 
starting position to a destination through multiple 
obstacles. In some cases an on-board sensor is not 
used and the environment is assumed to be known. 
An approach of global optimization to generate a 

trajectory as proposed by Gilbert[S], Shin[6], and 
Kim and Shin[7] r~uires intensive computation. 
Introduction of artificial potential fields that attract 
the robot to the goal and repulse the robot from 
obstacles is novel. Khatib[8], Hogan[9], 
Krogh[10,11], Newman and Hogan[12] and Volpe 
and Khosla[l3] adopted this line. However it is 
difficult to implement this approach in the 
conventionally steered mobile robots. Nelson and 
Aloimonos[ 14] introduced an approach, in which the 
flow field divergence is used as a qualitative 
measurement for obstacle avoidance. 

In this paper, we use the visual parameter 
looming in servoing a camera attached to the end
effector of a six-degree-of-freedom robot through 
multiple spherical obstacles. This parameter is 
calculated directly from a swquence of 2D images 
obtained from an on-board camera. It is shown that 
looming, a vital visual cue, when used actively by 
continuously changing the points of attention, can 
make it possible to navigate in a fairly complex 
environment. Our approach does not assume any 
knowledge on the velocity of the camera and the size 
and range of the obstacle. Also as mentioned 
previously looming is a measurable parameter. Hence 
the idea is simple and readily implementable. 

First, we provide a summary of the previous 
results on looming including defmition and methods 
of measuring it. Visual fixation and looming as a 
function of time is covered next. Finally, the obstacle 
avoidance algorithm and its implementation are 
discussed followed by results. 

• This work was supported in part by a grant to Florida Atlantic University from the National Science 
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2. LOOMING - SUMMARY OF PREVIOUS 
RESULTS 

Looming deals with expansion of the object's 
image on the retina. Usually this expansion is caused 
by a decreasing distance over some period of time 
between the observer and the object. Looming has 
been studied mostly qualitatively by the 
psychologists[lS-19]. Recently a quantitative 
approach to looming has been presented by 
Raviv[20,21]. The looming value of an object is 
proportional to the relative translational velocity 
between the observer and the object divided by the 
distance itself. This measurable variable can be 
extracted directly from a sequence of 2-D images 
using optical flow or relative change in area of the 
image of the object. The concept of looming is also 
similar to Nelson and Aloimonos' Flow Field 
Divergence[14]. 

2.1 Mathematical Definition of Loomin~ : 

The looming value L of a very small 3D 
object is defmed as the negative value of the time 
derivacive of the relative distance between the 
observer and the center of the object divided by the 
relative distance[21] : 

dR 

L--_!}!_ 
R 

The negative sign is used to signify image expansion 
with positive looming. The unit by which L is 
measured is [time·1

]. 

2.2 Equal Looming Surfaces : 

Are there points in 3-D space that result in 
the same looming value L for any motion of the 
camera? It has been shown [20,21] that such points 
for a particular looming value lie on a sphere. The 
center of the sphere is located on the instantaneous 
translation vector and the observer lies on a point of 
this sphere. A larger translational vector will produce 
a larger sphere. In our approach objects lying on an 
Equal Looming Sphere are considered to pose the 
same threat since they share the same looming value. 

2.3 Positive, Negative and Zero Looming Surfaces : 

Some of these equal looming surfaces 
correspond to positive values of looming, some 
correspond to negative values of looming and there is 
a plane (i.e., a sphere with infmite diameter) that 
correspond to zero value of looming. Figure 1 shows 
the three types of surfaces. The plane that passes 
through the pinhole point of the camera and is 
perpendicular to the instantaneous translational vector 
contains points that produce zero looming. Points on 
the hemisphere in front of the moving camera, i.e., 
in front of the zero looming plane produce positive 
values of looming and likewise points on the 
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hemisphere behind the moving camera, i.e., behind 
the zero looming plane produce negative looming 
values. Naturally, objects lying on the zero or 
negative looming surfaces do not carry any threat of 
collision. 

2.4 Measurement of Looming Using Optical Flow: 

Using the well-known optical flow constraint 
equation [22], an expression of looming has been 
derived for a general stx-degree-of-freedom motion of 
a camera [21]. 

Assume a stationary environment, with a 
spherical coordinate system (R84>) attached to a 
moving camera (Figure 2). Let the instantaneous 
angular velocity vector w be represented as (A,B,C)T 
where T denotes transpose. Let se = sin8, Ce = cos(}, 
s. = sinq,, c• = cos¢ and I9, I 11 and I1 denote partial 
derivative of the brightness I With respect to 8, ¢ and 
time respectively. Then the expression for looming 
can be written as : 

where the translation vector t forms 8 = 81 and ¢ = 
¢, angles in the R-8-<P coordinates. 

Hence, given the location of the pixel in the 
image, the instantaneous rotational direction of 
motion, the direction of the instantaneous translational 
vector and the spatial and temporal intensity changes, 
the looming value of the corresponding point in 3D 
can be obtained. 

2.5 Measurement of Loomin~ from Relative Rate of 
Expansion : 

The relative rate of expansion of a small 
object in the image is proportional to its looming 
value. This concept, discussed in detail in [21], 
shows that the looming can be calculated from the 
projected area of a 3D object as : 

dR dA 

L-- dt = dt 
R 2A 

where A is the projected area of a 3D ball on a 
spherical image and R is the range of the ball from 
the camera. This idea of relative change of the 
projected area is used in our approach in obstacle 
avoidance. 
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3. VISUAL FIXATION AND LOOMING- AN 
OVERVIEW 

3.1 Fixation : 

Visual fuation is actively manipulating the 
imaging system by directing the attention to some 
specific points. These points in 3D space carry an 
immediate relationship with the task being performed. 
The fixation point may be stationary or in motion 
with the imaging system. By changing fixation or the 
point of attention an autonomous system can reduce 
a vast 3D space into a small working domain and 
therefore by reducing the computational complexity 
it can simplify the visual tasks. Fixation obviates a 
very high resolution wide field of view imaging 
system. Moreover, fixation and a logarithmic retina 
simplifies the calculation of looming [20,21]. The 
motivation comes from the well known process in 
which alternate saccadic eye movement and fixation 
are witnessed in human obstacle avoidance [23]. 

3. 2 Looming and Chan1!ing Fixation as a Function of 
Time: 

It has been already mentioned that equal 
looming surfaces are spheres. The size of each sphere 
is proportional to the instantaneous translational 
velocity. As a camera approaches a point, the equal 
looming spheres containing this point shrink, 
producing higher values of looming. The centers of 
the spheres lie on a line along the instantaneous 
velocity vector (not necessarily on the optical axis) 
and the observer lies on a point on the sphere 
surface. Also it has been shown that the spheres are 
independent of the instantaneous rotational parameters 
[20,21]. Now, Figure 3a illustrates the situation 
where a camera moves through multiple stationary 
objects, fixating at them and calculating each 
obstacle's looming value. 

The camera, while making the translational 
motion rotates and fixates at all the four objects 
A,B,C and D. The corresponding looming values are 
calculated. At time instant t1 the looming values for 
ail the four objects are positive and the looming value 
of B gets its maximum. Similarly, at ~ the looming 
value for the obstacle C gets the maximum while the 
looming values for A and D increase and that forB 
decreases. The looming values are plotted in Figure 
3b. Note that the looming values of points A, B and 
C at l:3 are the same since they lie on an equal 
looming sphere. Also note that at this instant of time 
the derivative dL/dt indicates each curve's rate of 
change which signifies how close an object is with 
respect to the translational vector. dL/dt is the 
maximum forD which is directly on the path of the 
camera. The graph also shows zero and negative 
looming values at some time instants. 

4. THE OBSTACLE A VOIDANCE ALGORITHM 

4.1 The Task : 

The task to be performed is the following : 
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A camera moving in a constant translational 
velocity has to reach a visible goal in an environment 
filled with several obstacles. The camera reaches the 
goal when the looming value of the object exceeds a 
certain value. The camera is assumed to be a point. 

4.2 The Concept: 

The space around the camera has been 
divided into three zones depending on two threshold 
looming values: 

- Safety Zone 
- Mild Risk Zone 
- High Risk Zone 

This is illustrated in Figure 4. Note that these zones 
are moving with the camera and their physical size 
may expand or shrink dependingg on the speed of the 
camera. While moving, the camera pans ·and fixates 
at each visible obstacle. The looming value is 
calculated for each obstacle using the method of 
relative rate of change of area of the projected image 
(section 2.5). 

The idea used is that varying values of 
looming signify varying degrees of threat of collision, 
higher looming values indicating higher degrees. The 
looming value of each obstacle is compared with the 
two threshold values and a risk assignment is 
performed. Refer to Figure 5. Obstacle A carries a 
high risk of collision. Similarly, obstacle B and C 
pose mild and low risk respectively. 

The camera needs to alter its course to avert 
possible collision with an obstacle only if the obstacle 
lies in the High Risk Zone. While implementing this 
alteration, the course is refined taking into 
consideration the obstacles lying in the mild threat 
zone too. After changing the course, the camera 
again looks at all the visible obstacles lying in the ± 
900 from the instantaneous translational vector and 
decides the degrees of threat coming from the 
obstacles. If necessary, it changes its course again. If 
two objects enter the High Risk Zone at the same 
time the algorothm takes into account the derivative 
of the looming value. Figures 6, 7 and 8 illustrate 
these sequences. The camera advances towards the 
obstacle A until the obstacle enters the High Risk 
Zone. After changing the course to avoid collision it 
pans and finds a new path through B and C. This 
path is safe. Hence it continues in this direction. The 
algorithm uses the following notations : 

Lrugh 
looming. 

High threshold value of the 

For any obstacle if the looming value 
exceeds this value. then the obstacle lies inside the 
High Risk Zone and the camera should alter its 
course to avoid any collision. 

Lmild = Mild threshold value of the looming 
(~ < Lru~· 

If the looming value for any obstacle is in 
the range of Lrugh and Lmild, then that obstacle is in the 
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Mild Risk Zone. It is not needed to alter the course 
of the camera, but if it is altering anyway because of 
some high risk obstacle, it should refme its new 
course so that this obstacle posing mild threat does 
not become a high risk threat after the camera 
changes its course. 

a = safe passing angle. 

This is a clearance angle that the camera 
should maintain whenever it passes through two 
obstacles that it is trying to avoid. 

4.3 The Basic Algorithm : 

step 1. Initial Path : A straight line that 
connects the start and the destination point is the 
original path. The line along the translational motion 
vector is the current path. Initially current path and 
the original path are the same. Start moving along 
the original path. 

step 2. Fixation : Rotate the camera 
through ±90° (relative to the current path) fixating at 
each visible object. 

step 3. Calculation of Looming: Using the 
'relative rate of expansion' method calculate the 
looming L and dL/dt of each obstacle. 

step 4. Risk Assi Qllment and Course 
Deviation Decision : Sort the looming values in 
descending order and compare the values with l....ru,p 
and ~ld· If the highest looming value is in the High 
Risk Zone then alter the course. That obstacle 
represents the maximum threat. If there are multiple 
obstacles with the same looming value, then they lie 
on the equal looming sphere. Look at their time 
derivative dL/dt. We consider only positive dL/dt 
since in this case the looming value will increase as 
opposed to negative value of dL/dt where the looming 
value decreases. The obstacle with the highest dL/dt 
lies closest to the current path and poses the 
maximum threat. If the highest value of the looming 
is in the range l;ruld :::;; L < ~w then it is not 
necessary to change the course. If the highest value 
is L < ~then the path is naturally safe. 

Hence. if L < Lru&h then go to step 7 

else 

continue. 

step 5. Chani!in!! of Heading Vector : 
Altering the course is necessary to avoid any collision 
with the obstacles inside the High Risk Zone. While 
altering the course ignore the obstacles lying in the 
safe zone. 

Rotate the camera and fixate at the obstacle 
posing maximum threat (i.e. maximum looming). 
Measure this fixating angle from the current path. 
Also measure the fixating angles for other obstacles 
in the high and mild risk zones. Choose a path that is 
closest to the current path and maintains the safe 
passing angle a. 
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step 6. Translation : Move in this altered 
path for a unit time. Then connect the end of the 
translational motion vector with the destination by a 
straight line. This becomes the current path. 

step 7. Checking the Destination : If the tip 
of the translation vector is not within a specified 
looming value with respect to the destination point, 
then go to step 2 else the destination has been 
reached, so stop. 

Note : Stay very close to the current path to 
avoid excessive change in the steering angle. 

5. IMPLEMENTATION 

5.1 The flii!ht simulator : 

The implementation has been done on a 
miniature, six-degree-of-freedom vision-based flight 
simulator. The simulator allows autonomous vision
based navii!ation in a miniature environment. This 
simulator has been obtained by modifying an IBM 
Clean Room Gantry Robot (Figure 9). The 
modification is such that the robot's main controller 
is not being used, instead it is controlled directly by 
an 80486 -based personal computer that supplies 
analog signals to the six control loops each 
corresponding to a velocity input. This new control 
configuration of the robot allows smooth motion of 
the different axes. 

The visual input to the computer is obtained 
from a miniature camera located at the end of the 
end-effector of the robot. Visual data from this 
miniature camera is processed in the PC-based vision 
processor. As a result, pitch, yaw, roll and speed 
signals are generated and sent to control the robot. 

5.2 Experimental Setup : 

There are several white plastic balls placed 
in a dark black background as shown in Figure 10. 
Currently the camera uses only the roll and thus pans 
only on the horizontal x-z plane. The fixating angle 
can vary from 90° positive to 90° degrees negative. 
The simulator looks at the sequence of images 
captured by the camera, continuously changes the 
fixating angle of it and moves through the white balls 
by avoiding collisions. 

6. RESULTS 

A threshold has been used to convert the 
sequence of captured gray level images into binary 
levels. This simplified the task of identifying the 
white obstacles. Figures 11a, 12a and 13a show the 
position of the simulator at three time instants. The 
robot is clearly advancing by avoiding the obstacles. 
Figures llb, 12b and l3b depict the obstacles as seen 
by the camera while the robot was altering its course. 
As the robot moves towards an obstacle the change of 
projected area increases prompting it to alter the 
course when the obstacle enters into the High Risk 
Zone. 
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7. CONCLUSIONS AND FUTURE WORK 

We have argued that visual looming as a 
cue, together with active fixation of the camera, are 
useful tools for obstacle avoidance. The results 
substantiate that argument. Our next phase of work 
will cover the following areas : 

- calculation of looming in more unstructured 
scene 

- ronsidering the finite size of the camera 
- incorporating speed change capabilities of 

the camera 
- using optical flow 

In the actual implementation of our idea we 
have maintained a somewhat structured environment 
with white balls in dark background, for ease of 
locating the obstacles and measuring the looming 
values. In real world scene naturally the world will 
not be full of white 3-D balls. However, most of the 
real world objects and the backgrounds have textures 
which can be used to calculate the loomini! values. In 
that case, separating obstacles from the background 
and calculating the looming for each of these 
obstacles become two very crucial and challenging 
problems. 
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Figure 10: Experimental Setup 

(a) Figure 11: Simulator at Two Time Instants 
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Abstract 
This paper describes two vision-based control 

algorithms for autonomous road following. One 
algorithm is based on a single constant-time look 
ahead distance. This algorithm selects a goal point 
on the road centerline and the vehicle speed and 
the radius of rotation are corrected in such a way 
that the vehicle will be at the point after T seconds. 
Since the look-ahead distance is chosen to be time
based, the selection of the goal point is speed
dependent. Steering and velocity commands are 
generated in order to reach this point based on the 
maximum lateral acceleration allowed and the 
location of the point relative to the vehicle. This 
method is based on the assumption that there are 
no abrupt changes in the curvature of the road 
centerline. However, this assumption may not be 
realistic, e.g., when the curvature changes from a 
straight road to a curved one. As a result, the 
vehicle starts turning prior to the expected turning 
point of the curvature. The second algorithm, 
which is designed to compensate for this problem, 
is based on multiple look ahead distances. An 
advantage of this algorithm is that it delays the 
vehicle steering command until the vehicle actually 
reaches the curvature. 

The algorithms were partially implemented on 
a US Anny HMMWV at the National Institute of 
Standards and Technology (NIST) in Gaithersburg, 
Maryland. 

real-time implementation. The frrst method is 
based on four measurements: (1) the desired future 
location of the vehicle (i.e., a point on the road 
centerline in front of the vehicle), (2) its optical 
flow, (3) the current steering angle, and (4) the 
current vehicle velocity. The frrst two are the visual 
measurements used in the system as feedback 
signals. The advantages of this method are: (1) 
only a few measurements are needed for following 
the roa~ (2) the vehicle velocity and the heading 
are adjusted by a single visual cue, and (3) the 
method is computationally inexpensive. The 
second method is based on two image 
measurements which are equivalent to the 
locations of the two points on the road centerline at 
two different look ahead distances. The unique 
feature of this algorithms is that it prevents the 
vehicle from turning until the vehicle approaches 
the curvature. Both methods were developed and 
implemented at the National Institute of Standards 
and Technology (NIST) using a PIPE image 
processor and a US Army High Maneuverability 
Mobility Wheel Vehicle (HMMWV). 

The algorithms are based on the assumptions 
that the road is part of a planar surface, the center
line of the road is available from the vision system, 
and there are no abrupt changes in the curvature of 
the road centerline. The forward looking camera 
parameters and its position/orientation on the vehi
cle are assumed to be known. As a result there is a 
known one-to-one mapping between the image 
plane and the road surface. Thus the methods can 
be described in either 2D image plane or 2D road 
coordinates. Both algorithms require the 
knowledge of the vehicle velocity and assume 
relatively low speed of the vehicle i.e., only the 
kinematics is considered. The relation between the 
steering command and the vehicle radius of 
rotation is assumed to be known. The frrst 
algorithm also requires the knowledge of the radius 
of rotation of the vehicle. 

Several different methods for autonomous road 
following have been developed in the past Dick
manns and Graefe [1] used monocular vision in 
their system. A window is opened for every impor
tant road feature in the image. Then, a single filter 
is utilized to track these features in a 4-D (space 
and time) world representation. The interpretation 
of the images is done in a 4-D world model instead 

1. Introduction of in the image coordinate system. The Martin-
In this paper we report on new vision-based Marietta Group [2] has achieved results for 

methods for autonomous road following and their selecting the road/non-road regions by using 
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colored images. The Navlab, at Carnegie-Mellon 
University [3], used color images for detection of 
road/non-road regions. Once the road edges are 
detec~ the vanishing point is used to generate 
steering commands. A range scanner is utilized for 
obstacle detection and terrain analysis. Work in 
road following has also been done at the University 
of Maryland [4] and at Ford Motor Company [5]. 
In most of the systems mentioned above, a 3-D 
representation of the world is recovered in order to 

generate steering commands. Raviv and Herman 
[6] suggested simpler methods for road following. 

2. The First Method 

2.1. The Approach 
After selecting a goal point on the road cen

terline, the vehicle speed and the radius of rotation 
are corrected in such a way that the vehicle will be 
at the point after T seconds. Since a look-ahead 
distance is chosen to be time-based, the selection of 
the goal point is speed dependent. Velocity and 
steering commands are generated in order to reach 
the look-ahead point based on the maximum lateral 
acceleration allowed and the location of the point 
relative to the vehicle, respectively. 

2.2. The Effect of Speed, Radius of Rotation and 
Lateral Acceleration 

Figure 1 is a top view of the planar surface on 
which the vehicle is moving. Point A is the current 
location of the vehicle and they-axis is the longitu
dinal axis of the vehicle. The arc ABC is the future 
path of the vehicle for the current speed and the 
radius of rotation. Point B is a future location of 
the vehicle after T seconds. Clearly the location of 
point B is dependent on both radius of rotation and 
the speed of the vehicle. Under the current 
conditions, the arc AB traveled by the vehicle can 
be computed by 

l =V.T= 2.a..R (1) 

or the angle a. is: 

V.T 
a.=-- (2) 

2.R 
where V is the vehicle speed, R is the radius of 
rotation and a. is the angle between y-axis and the 
AB straight line. 

2.2.1. Constant Velocity Curves 
Figure 2 is a top view of all possible locations 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April19-20, 1993 

of point B (as described in Figure 1) for a constant 
velocity and different radii of rotation. The vehicle 
location is at (0,0). Figure 3 shows a family of con
stant velocity curves each of which corresponds to 
a value of velocity. The closer the curve to the loca
tion of the vehicle, the lower the speed. 

2.2.2. Constant Radius of Rotation Curves 
Figure 4 shows a family · of constant radius of 

rotation curves. This means that for any speed and 
a constant steering command the vehicle will fol
low a curve as shown in Figure 4. Clearly, these 
curves are circles. 

2.2.3. Constant Lateral Acceleration Curves 
In order to maintain a lateral acceleration less 

than a specific value. the following has to be sat
isfied: 

(3) 

where amax is the maximum level of allowed accel
eration. Equation (3) can be used for finding the 
maximum value of allowed V max for given radius of 
rotation and maximum acceleration. 

(4) 

Figure 5 shows a pair of curves which satisfy 
Equation (4). These curves are called constant lat
eral acceleration curves for amax. Figure 6 shows 
three different pairs of lateral acceleration curves. 
The closer the curves to the y-axis, the lower the 
lateral acceleration and the safer the vehicle. 

2.2.4. Combining The Above Curves 
In Figure 7, the three families of curves, i.e., 

the constant velocity (V}, the constant radius of 
rotation (R) and constant maximum lateral accel
eration curves (amax), are superimposed. Next we 
explain how to use these curves for generating 
driving commands. 

2.3. Vehicle Control Using the Acceleration 
Constraint 

The goal is to control both the vehicle steering 
and speed in such a way that a T-second- look
ahead point will stay on both the centerline of the 
road and the constant acceleration curves. In 
reality this may not be achieved due to noise and 
the dynamics of the vehicle. Therefore we try to 
keep this point as close as possible to the constant 
acceleration curve. 
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Refer to Figure 8. Let Rc be the current radius 
of rotation and Vc the current vehicle velocity. 
Mter T second the vehicle will be at P 4 • Assume 
that V/IIRcl is amax, the maximum acceleration al
lowed. This means that the vehicle's T-second
look-ahead point is on the border of the region 
which is between the constant acceleration curves 
and is not allowed to be outside of this region. As
sume now that the goal point is P3 i.e. we have to 
generate control commands such that the vehicle 
will reach P3 point after T seconds. Note that P1, 

P
2
, P3 and P4 points in Figure 8 are in reality very 

close to each other, since we assume no disconti
nuities in the curvature of the centerline. 

Ideally, to go from P4 to P3, we need to change 
both steering and speed commands and keep the T
second-look-ahead point as close as possible to P P 4 3 

curve. Speeding up first from P to P and then 4 1 

steering from P1 to P3 is not a good solution since 
P, will result acceleration higher than the allowed 
one. On the other hand changing the steering firs~ 
i.e., moving from P4 to P2 and then P., to P by 
changing the speed is a better solution. -

3 

2.4. Velocity and Heading Adjustments 
The above section explained the concept of 

velocity control based on T-second-look-ahead and 
constant acceleration. In this section we explain 
how to quantitatively generate speed commands. 
Substituting Equation (4) into Equation (2) yields 

or 

_ T.a,h a---
2.V (5) 

a.V = T.a,h 
2 (6) 

By keeping T-second-look-abead and the lat
eral acceleration constan~ one can get the change 
in Vas a result of change in a.. Taking the deriva
tive of Equation (7) with respect to time yields, 

or 

or 

a.dV + V .da = 0 (7) 

v 
dV =--da 

a 

dV V da 
-=---

(8) 

dt a dt (8.a) 

Similarly, in order to find the changes in ve
hicle radius of rotation, the vehicle velocity is 
solved from Equation (5) and then substituted back 
in Equation (2). The resulting equation is 
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or 

2R 
dR=--da. 

a 

dR 2R da 
-=---

(9) 

dt a dt (9.a) 

Both the vehicle velocity and the vehicle ra
dius of rotation are measurable from the vehicle 
i.e., from the speedometer and the steering wheei 
of the vehicle, respectively. The only variable that 
is not measured from the vehicle is the a. angle and 
has already been defined (Figure 1) as the angle 
between the vehicle axis and the target point meas
ured from the center of the vehicle coordinate 
system. 

Note that the required change in vehicle ve
locity dV and radius of rotation dR can be calcu
lated by using a., da. , V and R. This simplicity is 
the unique feature of this method. 

2.5. Measurement of the a angle 
The algorithm defined uses three different 

variables. Two of these variables, i.e., V and R are 
measured from the vehicle. a. is the only variable 
which is measured froin the image. Based on the 
assumption that the road is locally flat, one to one 
mapping from the image plane to ground plane is 
possible. As a result one can find 3D world coordi
nates of an image point and calculate a angle. 

2.6. Velocity and Heading Control Block Dia
gram: 

Block diagram of the overall system is shown 
in Figure 9. Image processor block takes an image 
using the camera mounted on tbe vehicle and ex
tracts the road edges from the image. The control
ler block has four tasks: (1) to calculate road cen
terline from the road edges, (2) select a new goal 
point using the road centerline and (3) calculate a 
angle and ~a. for the new goal point and (4) cal
culate ~ V and M by using the vehicle radius of 
rotation and the speed measurements from the 
vehicle, a angle and ~a.. a. and a. are the cur-t t-t.t 

rent and previous measurements of a., respectively. 

3. The Second Method 

3.1. Problem Statement & The Approach 
The previous method is based on the assump

tion that there are no abrupt changes in the curva
ture of the road centerline. However, this assump-
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tion may not be realistic e.g. when the curvature 
changes from a straight road to curved one. As a 
result the vehicle will start turning prior to the 
expected turning point of the curvature. We call 
this the when-to-steer problem. 

The second method deals with when-to-steer 
problem. The goal is to delay the vehicle steering 
command until the vehicle actually reaches the 
curvature. This is done by (1) measuring road ra
dius of curvature from several different distances in 
the image and (2) averaging these measurements. 

3.2. Measuring Circular Road Radius 
Refer to Figure 1. x~ y, and a. are defined in 

the preceding section. But this time arc ABC is 
defined to be the circular road centerline and its 
radius R is unknown. 

In order to measure R, the road curve is 
searched by several (in this case three) horizontal 
line~ called search lines (Figure 10). The search 
lines are always parallel to the x-axis. Their dis
tances from the x -axis are denoted by l P / 2 and I 1• 

D~ E and F points are the intersection points of the 
search lines with the road curvature. By using y
axis and A, D, E, F points, three angles are de
fined: a.1, a.2~ and a.3• They are the angles of AD, 
AE~ and AF lines relative to the y-axi~ respec
tively. Then the radius of the circular road is cal
culated for every (/;,a), i=l,2~3~ using the follow
ing equation. 

(10) 

Note that as described in the preceding sec
tion, a.; angles can be measured from the image 
plane. 

3.3. Calculation of Circular Road Radius 
After measuring the road curvature radius for 

different search lines~ the final road curvature is 
calculated by using weighted averaging. 

3 

L,wjRj 
R=-=-j=_t3 __ 

L,wj 
j=l (11) 

where wj is the weight of that measurement. 
Note that the radius of rotation calculated from 

the closer search line is more important than the 
further ones. As a result, the closer search lines get 
larger weight values. In our application, the 
distance of the search lines is a function of time 
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and the vehicle velocity. 

li = v .ti {12) 

where Vis the vehicle velocity and the t ; is the look 
ahead time. Using this relation we may choose 
weights as follows: 

1 
Wt=

t; (13) 

Substituting this equation back into the averaging 
equation will result 

(14) 

3.4. Implementation 
A version of this method was implemented for 

two points and tested on the HMMWV. Results as 
can be seen on a videotape are very encouraging. 

4. Conclusion 
We have shown two vision-based road follow

ing control algorithms which are capable of 
steering a vehicle as well as controlling its velocity. 
The ftrSt algorithm uses a single visual cue and two 
measurements from the vehicle~ velocity and the 
radius of rotation~ to generate steering and velocity 
commands. The second algorithm is capable of 
preventing the vehicle from turning until the 
vehicle is in the curvature. This is achieved by 
comparing the two visual measurement of the road 
radius of rotation from two different distances. The 
results can be seen by the video. 
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Figure 1. Constant Steering Circle. 
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Figure 2. A constant velocity curve. 
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Figure 3. Family of constant velocity curves. 
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Figure 4. Family of constant radii of rotation circles. 
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AN IMPROVED METHOD OF EXTRACTING EYE FEATURES 
USING DEFORMABLE TEMPLATE 

X. Xie, R. Sudhakar and H. Zhuang 
Dept. of Electrical Engineering 

Florida Atlantic University 
Boca Raton, FL 33431 

ABSTRACT 

An improved method of extracting eye 
features from faces using modified eye 
template is described in this paper. This 
method retains all advantages and remedies 
some weakness of the original deformable 
template approach. The parameters of the 
modified eye template are reduced but 
concentrated in the most salient features of the 
eye and some new energy terms are 
introduced to capture these features. The 
weight schedule for the energy function is 
simplified by normalizing all energy terms to 
facilitate the implementation of the eye feature 
extraction algorithm. Furthermore, instead of 
using a sequential procedure, all energy terms 
are minimized simultaneously. This scheme 
helps the eye template to move to the global 
mtmmum location. A preprocessmg 
procedure that constructs an eye window is 
briefly described in this paper. This drastically 
reduces the processing time since initial 
parameters of the template obtained from the 
preprocessing is not far from the correct 
values. We demonstrate the efficacy of our 
algorithm by presenting several experimental 
results. A comparison study for different 
processing schemes is also given. 

I. INTRODUCTION 

In order to recognize and distinguish 
faces, a recogrutton system must extract 
salient features from faces of human beings. 
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While any feature in the face may be located, 
eyes provide most significant features and are 
most commonly used. Much research work 
about the extraction of eye features has been 
reported in recent years. Nixon [ 1] described 
a method to locate eyes using the Hough 
transform. The iris is modeled by a circle and 
the eye boundary is modeled by a tailored 
exponential functions. Craw eta/. [2] located 
eyes by looking for a pair of minima (centers 
of eyes) in the intensity below eyebrows. 
Buhr (3] devised a system that determined eye 
locations using symtnetry and moments of the 
regions after a model-based segmentation was 
performed. 

In contrast to the conventional 
methods of the eye feature extraction based on 
the local information, the deformable 
templates proposed by Yuille et al. [ 4] made 
use of the global information and improves the 
reliability of the extraction of eye features. 
The eye template is specified by a circle, two 
parabolic sections and two points that enable a 
prior knowledge about the expected shape of 
features to guide the detection process. The 
energy functions are defined with valleys, 
edges and peaks and the intensity of the image 
and the parameters of the template are also the 
variables of the energy function . The template 
interacts with the image by adjusting the 
parameters to minimize the energy function. 
The template is flexible enough to handle 
changes in the size and orientation. It can 
locate eyes despite variations in scale, tilt and 
lighting conditions. 
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Yuille et al. also devised a sequential 
scheme to minimize the energy function. This 
scheme is very flexible~ but there are some 
problems. First, the weights for energy terms 
are determined by experiments and are 
difficult to generalize. Secondly, while the 
global information is used in the eye template~ 
sequentially changing weights of the energy 
terms may cause the algorithm sometimes 
being trapped in local minima. Thirdly, the 
process time is likely to be high. 

We propose some modifications to the 
deformable template algorithm in order . to 
retain its advantages and avoid above 
problems. First, rather than using a sequential 
procedure, all the parameters of the template 
are changed simultaneously during the 
rrururruzation process. This prevents some 
parameters of the eye template from being 
overly changed and helps the algorithm to 
converge to the global minimum since all 
conflicting factors in the energy terms are 
activated with the update of template 
parameters. Secondly, in order to overcome 
the headache issue of selecting weights for the 
energy terms, we normalize the value of each 
energy term to the range between 0 and 1 and 
only two different weights are assigned to the 
two types of energy terms (energies for the 
real image and energies for the template 
structures). Experimental results show that 
slightly changes of weights have little effect on 
final results. Thirdly, we eliminate certain 
parameters and add some energy terms to 
make the energy function more sensitive to the 
change of parameters. 

The paper is organized as follows. In 
Section 2, we define the modified deformable 
template for eyes and formulate its energy 
function. We describe the preprocessing 
procedure of finding eye windows and the 
minimization algorithm in Section 3. In 
Section 4, we demonstrate the experimental 
results for the extraction of eye features. The 
paper ends with concluding remarks. 
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2. THE ENERGY FUNCTION FOR 
THE EYE TEMPLATE 

For the purpose of an effective eye 
feature extraction, an eye template should 
consists of all the relevant eye features. A 
crucial step in performing feature extraction 
using the deformable.template is to construct a 
proper energy function. In this section, we 
give a modified eye template and introduce 
some additional energy terms to strengthen the 
energy function. 

The eye template proposed by Yuille et 
al. [ 4] consists of a circle separating the iris 
and the whites of the eye, t\vo parabolas 
describing the contours of the upper and lower 
eyelids and two points located at the center of 
the whites of the eye. After analyzing 
parameters of this template and doing some 
experiments, we found that only using two 
points in the center of the whites of the eye is 

· not sufficient to describe peak fields in the 
image and is insensitive to the change of eye 
parameters ( such as eye orientation). The 
image peaks can be described by a region 
more effectively. Furthermore, if the eye 
moves to the extreme positions, one \vhite 
area will disappear. This eye template can not 
accommodate such a situation. We modified 
this eye template by removing two points 
corresponding to the \vhites of the eye. The 
modified eye template is parameterized as 
shown in Fig. 1. 

Fig. I TI1e modified eye template 

In this template, 3 parameters ( Xc, r) 
correspond to a circle and 6 parameters 

(Xe,a,b,c, fJ) correspond to the two 
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parabolas. The template interacts with the 
original image and the valley, peak and edge 
representations of the image. 

Two types of the energy terms are 
defined for this template. One is used to 
account for the characteristics of the real 
image; another is used to describe the 
structures of the template. 

The energy function E is the 
summation of the · weighted square of the 
energy terms: 

i=l 

The definition of each energy term is 
given as follows: 
( 1) · The energy term Ev is a measure of the 
fitness between the eye template and the valley 
field of the image. 

1 
El=Ev=- _Lb; 

Areacircie iecircie 

where bi is a binary value of a point in the 
valley field and summations are made over the 
circle area. 
(2) The edge energy term Ee is used to 
match the template to the edge of the iris and 
the upper and lower eyelids. 

(4) The new energy term Ec gives a 
measure for the correct orientation of the eye 
template. 

:! 1 
£4=£c=-L _Lbj 

i=l A era window, Jewilfliow, 

where the summations are made over the two 
small windows, centered at two intersections 
of two parabolas, corresponding to two eye 
comers. 
(5) The energy term for the intensity inside 
the circle is defined as 

1 
Es=E;c=- _Lg

1 

Areacircie i Ecircie 

where gi is a gray level value of a pixel inside 
the circle. 
( 6) The energy term for the intensity over 
the whites of the eye is defined as 

1 
E6=Etw= _Lgl 

· Areawhites i.:whitu 

where gi is a gray level value of a pixel in the 
whites of the eye. 
(7) The new energy term Eie also has 
contributions for attracting the correct 
orientation of the template using the gray level 
information. 

1 1 
£ 1 = Ee = - L b; - L b; 

Lengtharcls ; Length papa- bound ; 
1 

E1=E;e= _Lg; 

where summations are made over the 
boundaries of the circle and the parabolas. 
(3) The new energy term E is used to 
attract peaks in the whites of the eye by 
making summations over two small windows 
centered at the left and right whites of the eye, 
instead of using two points at centers of the 
whites. 
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Lengthpara- bound 1eparaboiae 

where summations are made for the intensity 
of image pixels along the two parabolas. 

The other three energy terms are 
described for the structures of the eye 
template that keep some parameters of the 
template having suitable links. The last 
structure energy term is newly added. 

(8) 

Es-E -X- -X-
- strl - e c 

(9) 

E9 = E = b-1r str2 
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(10) 

£10 = E = b-4c str3 

In the above definition for the energy 
function, some new energy terms have been 
added to fit the template to eye features more 
effectively. Usually, the information for two 
parabolas is less than that fo~ the circle due to 
the low gray level contrast around the lower 
eyelid. The task of attracting correct shapes 
of parabolas is more difficult than that for the 
circle. Among the parameters of the 
parabolas, the orientation B plays an important 
role because the change of (} will also lead to 
the change of width, b, and heights, a and c, of 
the parabolas. In these energy terms, we use 
three new energy terms, Ec, Ep, and Eie 
which interact with the valley, peak fields and 
gray level image, to help orient the template 
correctly. Orienting the template by multi
terms is more robust than that by single term. 
For example, using the comer energy term 
only is insensitive to the change of orientation 
when there are shade around two eye comers. 
The peak energy term has similar weakness. 
But the combination effect of above two 
energy terms plus the energy term Eie which 
is used to describe the two parabola~ in the 
gray level image, will force the template to 
orient correctly. 

Several conflicting factors are included 
in energy terms in order to avoid some 
parameters to be overly changed during 
minimization. The intensity and valley terms 
over the circle have the tendency to shrink to 
the darkest part of the iris. This effect can be 
countered by the edge term that pull the circle 
to the contour of the iris. Similar example can 
be explained for the intensity of the whites and 
comer energy terms. Also, all the three 
structure energies have the counter effect on 
the image energy terms. The structure energy 
term Estr2' linked width of the parabola, b 
with the radius of the circle, r, plays ~ 
significant role in countering the effect of 
shrinking the circle. The new third structure 
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energy adds a constraint on the width and 
height of the lower parabola due to the fact 
~hat ~he shape of the lower eyelid is usually 
tnvanant. 

In Yuille's scheme, the selection of 
weights is determined by experiments and is 
hard to generalize its rule. In order to ease the 
selection of weights for energy terms, uniform 
weights are highly recommended. In our 
scheme, two different weights are selected for 
two groups of the energy terms, one for image 
energies and another for structures energies. 
Before assigning weights to energy terms, the 
value of each energy term has to be 
comparable and needs to be normalized to the 
range between 0 and 1. We make the ratio of 
the weight for image energies to the weight 
for structure energies be 10:1 to 6:1. 

3. MINIM:IZA TION OF THE 
ENERGY FUNCTION 

We defined energy terms in the last 
section based on the modified eye template. In 
this section, we concentrate on the issue of 
minimizing the energy function. First, we give . 
a brief description about the preprocessing ·of 
finding a window around the eye. We then 
define the problem of finding an optimal 
match for the eye template as a nonlinear 
optimization problem. 
3.1 Preprocessing 

In order to provide an initial position of 
the eye template, the preprocessing was done 
to find the locations of eye windows [ 5]. 
Because an accurate location of the eye 
window is not necessary, we work on a 
binarized image (after thresholding). The 
assumption is made that the two eye regions 
(the eyebrow may be included) are isolated 
from the other parts of the face in the binarized 
image. To find an eye window, a search 
strategy is implemented to look for some 
transition points around the eye region in the 
binarized image. Making use of the symmetry 
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of the face geometry, the starting point of 
search is set near the center of two eyes. 
Based on the prior knowledge about the 
geometry of the face, we first search two 
points in the eye regions from the starting 
point. The search is then proceeded in the 
horizontal directio~ to left and right, followed 
by the vertical search, up and down. This 
procedure is continued alternatively in the 
horizontal and vertical directions until two 
successive searches in both directions find no 
transitions. Because the search is implemented 
line by line, this algorithm is unaffected by 
small irregular gaps in the binary image. The 
eye window is determined by the four finally 
searched transitions (up and down, left and 
right) shown in Fig.2. 

r---~---------------------r--~x 

XI Xr 
y 

Fig. 2 Located eye window 

3.2 Minimization 
As mentioned before, all the \veights 

are fixed values due to the normalization of 
each energy term and proper initial parameters 
after preprocessing. This allows each energy 
term to take action simultaneously during the 
minimization process and helps the algorithm 
to converge rapidly. 

We rewrite the normalized energy 
function as a sum of weighted non-linear 
functions 

10 

F(X) = 2: ~Ei2 (X) 
i=l 

where X is the parameter vector. 
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The Levenberg-Marquardt (L-M) 
method [ 6] is used to deal with the 
minimization problem. The basic iteration of 
this method is given via equations · 

xk+l = xk +dk (I) 

(J{WJk +U)dk = -JJWF" (2) 
where Jk is a Jacobian matrix for the non-linear 

functions Ei (X), and A. is a adjustable 
coefficient. 

A single value decomposition technique 
is used to solve the step size dk from Eq (2), as 
after preprocessing the initial parameters are in 
the neighborhood of the correct values. The 
main advantage of using the L-M method is 
that it speeds up the procedure of the 
minimization and it takes only a few iterations 
for the template to converge to the correct 
position. In Eq. (2), if A.~oo, the L-M method 
performs like the deepest descendent method; 
if A.~O, the L-M method performs like the 
Newton's method. In our case, A. is chosen as 
a small value. This will make the algorithm not 
only have the convergence speed of the 
Newton's method, but also more robust than 
the Newton's method. 

The key point of our minimization 
scheme, which differs from Yuille's scheme, is 
that the template fitting process is not deviled 
into several epochs and all the parameters of 
the template are updated in each iteration. The 
main advantage of the deformable template 
over other local processing algorithm is that it 
makes use of global information to improve the 
reliability of the processing. If energy terms 
for the deformable template are processed 
sequentially, in a few beginning epochs some 
information is not involved in the procedure of 
the minimization and the advantages of the 
global processing are not fully- explored. In 
our scheme, all the global information is 
utilized simultaneously to avoid the template 
trapped in some undesired configurations. The 
following experimental results will demonstrate 
the effectiveness of this scheme. 
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4. EXPER.ThfENTAL STUDIES 

The experiments were implemented on 
real images using a 33MHz 486 computer. 
The extraction of valley, peak and edge fields 
was done in the preprocessing stage. Also, the 
eye windows were found during the 
preprocessing, which takes about 3-4 sec .. 
Based on this eye window, the initial 
parameters for the eye template were selected. 

Fig.3 shows the experimental result 
with initial parameters of the template based on 
the eye windows found in the preprocessing. 
The initial parameters are selected such that 

the center of the circle and parabolas, Xc and 

xe' are located at the center of the window, 
and a, b, c and r are proponional to the \Vidth 
and height of the window. It is also natural to 

choose the orientation e as 0 °· After 9 
iterations~ the template was deformed itself to 
the final configuration in Fig.3. The 
processing time was about 20 sec .. 

In next experiment~ we disturbed initial 
parameters of the template to some place away 
from the eye window. Surprisingly, it took 
only 6 iterations (about 12 sec.) for the 
template to move to the final state (shown in 
Fig.4). 

To investigate the effect of weight 
change on the final results, we performed the 
algorithm to the same image using three 
different weight schedules. The results show 
that the effect is minor and negligible (shown 
in Fig.5). 

To illustrate the effectiveness of 
processing all the energy terms simultaneously, 
we did an experiment for the comparison of 
parallel processing with sequential processing. 
The parameters of the template are the same 
for both kinds of processing schemes except 
the radius of the circle. A larger radius than 
the correct value was chosen for the sequential 
scheme and a smaller radius for the parallel 
scheme. For the sequential processing scheme, 
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only the valley energy term was taken action in 
the first step. During the fitting process, the 
circle in the template actuarially moved 
towards correct position, but the radius of the 
circle continuously shrunk at the same time 
(shown in Fig.6). We also let the edge energy 
term be activated together with the valley 
energy. When the template reached a steady 
state, the circle did 'not shrink to the darkest 
part of the eye, but the center of the circle did 
not aligned with the correct position at the 
same time. For the parallel processing scheme, 
even though the initial value of the circle radius 
was smaller than the correct value, it was 
getting larger during the minimization and 
finally fitted the iris very well (shown in Fig. 7). 

Fig.3 A sequence of eye templates being 
deformed from top to bottom and left to right. 
The first frame shows an eye window obtained 
in the preprocessing. 
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Fig 4 A dynamic sequence of eye templates 
from top to bottom and left to right \Vith the 
initial parameters of the template being 
disturbed. 

Fig.6 :-\ sequence of eye templates being 
deformed \Vith only valley energy term 
activated. The order is from top to bottom 
and left to right. 
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rig. 5 Top left: initial template: 
Bottom left: final template with weight 
ratio 6:1: 
Top right: tinal template \vith w·eight 
ratio 8:1: 
Bottom right: final template with 
\veight ratio l 0: 1. 

Fig. 7 :\ sequence of eye templates \Vith all the 
energy terms being minimized simultaneously. 
The order is from top to bottom and left to 
right. 
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5. CONCLUSION 

The extraction of eye features has been 
implemented by an improved method using 
deformable template. The initial parameters of 
the eye template are selected based on the eye 
windows obtained in the preprocessing. The 
eye windows are not necessary to have 
accurate spatial positions. The template can be 
deformed to catch the actual eye features by 
suitable devised energy function. 

Usually, there are many local minima in 
the parameter space in the image case. We 
include several conflicting factors in the energy 
terms and let them be activated in the 
minimization process to prevent the eye 
template from being stuck in local ·minima. 
Minimizing the energy function sequentially 
will lead some parameters ofthe template to be 
overly deformed since other constraints have 
not taken action. Further, the order of energy 
terms being proceeded and the selection of the 
moment when the transition of epochs occurs 
will also effect the performance of the 
algorithm. Minimizing all the energy terms 
simultaneously reduces not only the probability 
of the template being stuck in local minima, 
but also the processing time. 

We devised more energy terms for the 
parabolas than that for the circle because the 
circle is more localized than parabolas. 
Generally speaking, less information is 
provided by the upper and lower eyelids since 
shades exist around the eyelids and the area 
around the lower eyelid has very low contrast. 
Fitting of parabolas is more difficult than that 
of the circle. Moreover, the parabolas are 
more sensitive to the change of orientation 
than to the change of other parameters of the 
parabolas. That is why we devised three 
energy terms to capture the correct 
orientations of the parabolas. 

In order to avoid weights to be 
application dependable, we normalized each 
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energy term to the range of 0 to 1 and selected 
two different value of the weights. The 
experimental results have shown a negligible 
effect on different weight schedules. This 
makes our algorithm practical in applications. 

The modified eye template and its 
energy terms can also deal with the eye 
movement in such a case eyes will move to 
their extreme positions. Further research will 
focus on eye movement tracking using the 
modified eye templates. 
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ABSTRACT 

This paper describes the current Air Force research 
program which is aimed at the development of an 
autonomous or remotely supervised heavy equipment 
excavator which is to be applied to the repair of bomb 
damaged runways. The technology developed under 
this program is applicable to a wide range of 
applications to include the remote handling or clean 
up of nuclear wastes and construction or digging 
tasks on the moon. This paper focuses on one aspect 
of the total system automation, i.e. autonomous 
navigation. 

BACKGROUND 

The U.S. Air Force has identified the need of 
resuming launch and recovery operations within four 
hours after an attack on an existing runway. Damage 
to the runway surface is expected to include craters 
up to fifty feet in diameter plus a multitude of small 
chips, or spalls, in the runway surface. Unexploded 
ordnance will likely be present. Additionally, 
scatterable mines will likely be air delivered and 
strewn along the runway amid the debris in a effort 
to impede repair operations. Such operations would 
obviously be further impaired by the presence of 
chemical and I or biological agents. 

Recent advances in repair equipment have 
significantly upgraded repair capabilities. This 
mechanization of the repair process has resulted in 
fewer pieces of dedicated equipment, and 
consequently fewer (though usually much more 
skilled) human operators to affect the repair. At 
present, the Air Force developed Multi-Function 
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Excavator (MFE) (see Figure 1) can perform clearing, 
spreading, upheaval removal, compaction and 
leveling. 

A logical extension of this mechanization 
program was the development of an autonomous 
system which could perform these dangerous and 
labor intensive tasks. Under the direction of the Air 
Force Civil Engineering Support Agency (AFCESA) at 
Tyndall Air Force Base, a research and engineering 
effort was initiated entitled the Rapid Runway Repair 
(RRR) project. 

The repair of a bomb damaged runway is a 
complicated task which is difficult to perform rapidly 
with humans operating conventional heavy 
construction equipment. Automating the repair 
process is a challenging task. The repair steps to be 
performed during the RRR operation are (1) damage 
assessment; (2) unexploded ordnance neutralization; 
(3) crater repair; (4) fill material hauling; (5) cap 
placement; (6) spall repair; (7) clearing and sweeping; 

Figure 1: Multi-Function Excavator 
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and (8) marking. The most demanding task from an 
automation point of view is the crater repair task. Fill 
material must be spread and compacted, and then 
leveled to within one half inch of the nominal runway 
surface. 

The current project is focused on achieving a 
1994 demonstration of the crater preparation task. 
The subtasks to be demonstrated include navigating 
to the crater to be repaired, removing uplifted 
concrete from around the lip of the crater, and 
removing large pieces of debris from the crater itself. 
This paper will focus on the navigation task. 

PROBLEM STATEMENT 

The navigation problem statement can be simply 
defined. It is assumed that the current position and 
orientation of the repair vehicle is known. Further, it 
is assumed that crater locations have been determined 
from a prior damage assessment of the runway. In 
this analysis, a crater is described by an n-sided 
polygon which surrounds the damaged area. This 
polygon may be concave and polygons may overlap. 
Lastly, a position to navigate to is specified, either by 
a human supervisor, or by a hierarchical control 
computer. 

Based upon the given information, the objective 
is to (1) plan an efficient path to the goal, and (2) to 
then move along this planned path without driving 
into one of the craters or striking an unexpected object 
(either stationary or moving) which may be on the 
runway. 

NAVIGATION TEST VEHICLE 

The navigation system is being developed on a 
surrogate vehicle named the Navigation Test Vehicle 
(NTV) which is shown in Figure 2. Once the 
navigational algorithms are successfully tested on this 
platform, the sensors and software will be transferred 
to the excavator vehicle. 

The NTV consists of a Kawasaki Mule which has 
been modified for computer control. Actuators have 
been placed on the four functions of (1) steering, (2) 
throttle, (3) brakes, and (4) transmission. Closed loop 
control is exercised on each of the four actuators via 
a VME based computer system which is operating 
under the VxWorks operating system. 
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OFF-LINE PATH PLANNING 

Path planning has been the subject of much 
published research [1-5]. The current problem is a 
planar application of path planning and is 
accomplished by expanding the obstacles and then 
treating the vehicle as a point. Figure 3 shows the 
original polygonal obstacles and the expanded 
obstacles. The amount of expansion is equal to the 
radius of a circle that circumscribes the NTV. 

Path planning is then accomplished by using a 
hierarchical A· search algorithm using the obstacle 
vertices which are visible from the current vehicle 
position as candidate move-to points. A cost is 
associated with each of these possible move-to points 
which equals the sum of the distance travelled to get 
to the point plus the straight line distance from this 
move-to point to the goal. The move-to point which 
has the lowest cost is chosen as the next point for the 
vehicle to move to. All visible obstacle vertices from 
this point are then considered as the next potential 
move-to point. The process of identifying and 
moving to the lowest cost point is repeated until the 
goal can be directly reached by a straight line 
segment. Figure 3 shows the resulting path of a 
typical application of this algorithm. 

PATH EXECUTION 

Two important problems must be addressed if 
the vehicle is to successfully navigate to the goal. 
First, the vehicle must have some accurate means of 
determining its position and orientation on the 
runway. Without this knowledge, it is impossible to 

Figure 2: Navigation Test Vehicle 
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Figure 3: Off-line Path Planning 

keep the vehicle on the previously planned path. 
Second, the vehicle must have some means of 
detecting objects that are obstructing its path. Once 
these unexpected obstacles are detected, the originally 
planned path must be modified to avoid this new 
obstacle. 

The first problem of determining the vehicle's 
position is being addressed in two ways. An inertial 
navigation system named MAPS (Modular Azimuth 
Positioning System), manufactured by Honeywell, 
Inc., has been mounted on the NTV. This system 
communicates with the VME controlling computer via 
an RS-422 synchronous communications protocol. The 
MAPS can return the vehicle's position and 
orientation at a rate of approximately six hertz. The 
MAPS system is currently being operated with a 
resolution of one foot in the North/ South direction 
and of one quarter foot in the East/West direction. 
Tests with the unit show that an error of 
approximately two feet exists after the MAPS has 
moved a distance of approximately two thousand feet. 

The second means of determining the vehicle's 
position involves the use of a Global Positioning 
Satellite System (GPS). Wintec, Inc. of Ft. Walton 
Beach, Florida, is implementing a differential GPS 
system which will be mounted and tested on the 
NTV. Tests with the GPS system to date have shown 
that it can very accurately determine vehicle position 
(a resolution of inches) at a rate of approximately one 
hertz. 

The detection of unexpected obstacles is 
currently being accomplished with ultrasonic 
transducers. An array of sixteen sensors are mounted 
around the NTV. These sensors have an effective 
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range of approximately 7.5 meters and can all be fired 
and updated at a rate of three hertz. The ultrasonic 
sensors provide a basic obstacle avoidance capability. 
The range is not adequate for vehicle speeds in excess 
of five miles per hour. Other obstacle detection 
sensors such as laser scanners and vision will be 
investigated in the future for application on the NTV. 

Currently, only the MAPS is mounted on the 
NTV to provide position and orientation information. 
Effective navigation of pre-planned paths has been 
accomplished by using the MAPS to support a "carrot 
navigation" approach. The controlling computer 
designates a point which lies on the pre-planned path 
as a "carrot". The NTV steering and throttle are 
controlled via a standard PID control algorithm to 
direct the vehicle towards the "carrot". Once the NTV 
approaches within approximately seven feet of the 
"carrot", the "carrot" is moved further along the path. 
If the ultrasonic sensors detect an unexpected 
obstacle, the "carrot" is moved to the right or left in 
order to avoid this obstacle and to avoid the a priori 
known craters. 

This "carrot navigation" method has proven to be 
very straightforward and effective. It has allowed for 
modular software development in that navigation 
along the path or navigation to avoid unexpected 
obstacles are very similar. 

RESULTS AND CONCLUSIONS 

The results of a sample test case are shown in 
Figures 4 and 5. For this case, the vehicle was 
commanded to move from a position of (0,0) and an 
orientation of 0 degrees measured from the X axis to 
a position of (100,100) ft and an orientation of 0 
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Figure 5: Results- Steering Control 

degrees. There were no unexpected obstacles during 
this test. 

An off-line plan was generated to move the 
vehicle to the goal position. Figure 4 shows the 
output from the MAPS as the vehicle traverses along 
the path. It is interesting to note that the resolution 
of the MAPS (one foot in the North/South direction 
(y axis for this run) and one quarter foot in the 
East/West direction) is clearly visible in the figure. 

Figure 5 shows the results of the steering control 
algorithm. The desired azimuth represents the angle 
from the current vehicle position to the "carrot". The 
actual azimuth is data returned by the MAPS. The 
difference between the desired and actual azimuth 
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represents the error that is being used to influence the 
steering angle. The actual steering angle is also 
shown in the figure. The discontinuities in the 
desired azimuth value occur when the "carrot" is 
changed to a position further along the path. 

Future work on the project is aimed towards 
performing tests of the system when unexpected 
obstacles are present and integrating the MAPS and 
GPS navigation units. These tasks are scheduled for 
comple~ion in late FY 93. 
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Abstract 
This project explores the possibility of utilizing 
visual programming to simplify the programming 
of embedded microcontrollers to be used in 
manufacturing automation. A survey of existing 
visual programming languages is provided, and 
an iconic data flow language for microcontroller 
programming is designed and implemented. A 
microcontroller application is described by an 
acyclic recursive data flow graph, with 
primitives added for control flow constructs, 
interrupt functio~ memory and hardware 
objects such as ports and timers. A library 
function is provided in the programming 
environment for the storage of reusable function 
modules. The graph is compiled into a generic 
microcontroller language which close I y 
resembles assembly language. A translator can 
then be written to translate the generic program 
code into code for a specific microcontroller. 

Introduction 
This project is part of an ongoing effort at the 
department to develop an industrial control 
language for manufacturing automation that 
takes advantage of the powerful facilities offered 
by microcontrollers. Earlier projects include the 
development of a prototype for a fuzzy logic 
control language compiler based on the C 
language [ 1]. We wish to explore the possibility 
of utilizing visual programming to simplify the 
microcontroller programming task. 
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Over the last 10 years, through the appearance of 
inexpensive graphic displays, there has been a 
rapidly growing interest in using visual means to 
program computers. It has proven difficult to 
create a good general purpose visual 
programming environment however, so most of 
the more successful attempts have been directed 
towards limited application domains or 
education. 

From the viewpoint of the user, the control 
language for manufacturing automation must 
fulfill the following criteria [2]: 

l. Be progrdiillllable at a level higher than 
assembly language and be easily understood 
by users 

2. Be easily modifiable and maintainable 
3. Be capable of implementing both Boolean 

and analog control 
4. Be robust. stable. and responsive, with a 

performance comparable to PID/PLC control 
5. Generate code for speedy execution 

necessitated by real-time applications 
6. Generate compact code for memory 

efficiency 
7. Allow full access to on-chip facilities such 

as interrupts, ports and timers 
8. Allow code development for applications 

with multiple microcontrollers 

A Sunrey of Visual Programming 
Languages 
The possibility to use visual languages in man-

, machine interfaces evolved with the 
development of inexpensive graphic screens and 
interactive pointing devices in the late seventies. 
The importance of this new area soon became 
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clear and the frrst papers on this subject were 
submitted in the beginning of the last decade. 
The term visual languages traditionally denotes 
all kinds of languages that deal with visual 
representation~ even pure textual languages used 
for graphical output. Chang [3] recognizes the 
following four categories: 

1. Languages that support visual interaction 
2. Languages for processing visual information 
3. Languages for programming with visual 

expressions 
4. Iconic visual infonnation processing 

languages 

The visual programming language developed in 
this study is of category 3. Visual programming 
is, as defined above, the act of programming with 
visual expressions. This does not exclude the 
existence of textual elements in the language 
used. A pure Visual Programming Language 
(VPL) would be a language where the primitives 
as well as the means of combination are 
represented graphically, and no keyboard input is 
needed at all. However, keyboard input often 
speeds up the programming tas~ and most of the 
existing VPLs make use of textual input, to 
various extents. 

Shu [4] proposes a three dimensional profile to 
characterize the different properties of a VPL. 
The three different axis correspond to the 
language level, the scope of the language and the 
visual extent respectively. Visual extent denotes 
degree of visualization. The pure VPL 
mentioned above being at one extreme. The 
scope ranges from general-purpose languages 
down to special-purpose languages. The level of 
a language describes the level of abstraction built 
into the language primitives. 

An abundance of different VPLs has been 
reponed in the last 10 years. Though it is not 
within the scope of this report to review all the 
VPLs reported in the literature, or even to 
mention them all, we intend to give a wide range 
of examples from the field. Languages that 
exemplify conceptual differences are examined 
in more detail. For a more complete overview of 
VPLs we refer to the earlier surveys of the area 
that have been published [9- 11, 5, 3, 6]. 
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As pointed out by Raeder [6], usually one of four 
different aspects of a program has been depicted 
when describing it diagrammatically: the control 
flow, the data flow, the data structures. or the 
topology. 

The control flow describes the order in which 
different tasks in a program are performed. The 
classic visualization of this is the flowchart 
diagram. Every connection in a flowchart 
represents a transmission of control. This is also 
the traditional way to visualize a program or 
algori~ mostly because it has become a 
standard and thereby programmers can expect 
other programmers to understand it. In spite of 
this, there does exist more structured variants of 
flow charts. One example of this is Nassi
Schneiderman diagrams [7], in which the code is 
instead structured blockwise. Here, the diagram 
itself corresponds to the control constructs of 
control flow. The transition diagram is a perfect 
way to describe a simple, automaton-type 
program, but is not as useful for large 
applications. Pict [12], International Visual 
Language [13], PIGS [4], and GDS-11 [14] are 
examples of VPLs based on control flow. 

A serious drawback with all pure control flow 
descriptions, is they do not clarify a program's 
data dependencies. In the data flow model the 
way data propagates through the program is 
represented visually. A data flow program graph 
has nodes that represent operations and edges 
that represent the data dependencies between 
them [8]. A pure data flow model has no global 
updatable memory. Instead all data transitions 
are immediately visible in the diagram. An 
operation is enabled as soon as it has access to all 
of its required input, i.e., as soon as they are 
computed. Enabled operations produce a set of 
output values as a function of the input. 
LabVIEW [15], Ill-VISUAL language [16-20], 
Fabrik [21], InterCONS [22], Gabriel [23], Show 
and Tell [4], ES1L (Enhanced Show and Tell) 
[24], Data Vis [11], and Hyperflow [25] are visual 
languages based on the data flow paradigm., 

In addition to data and control flow there are 
other paradigms. GRClass [26] and Objectcraft 
[27] are based on the data structures paradigm. 
Tinkertoy [28], VennLisp [29], IBGE (Icon
Based Graphical Editor) [30). Dialog [4), are 
visual languages based on the program topology 

Session 2A I Page 2:2 



paradigm. Visual Toolset [31 ], Mondrian [32], 
PROGRAPH [4], viz [33], and ALEX [34, 35] 
are visual programming languages which use a 
combination of the programming paradigms. 

There are still many conceptual challenges in and 
shortcomings of visual programming languages 
[36]. T.hese can be summarized as below. 

• Lack of Formal Specifications ([37], [38]) 
• Poor Portability 
• The Use of Unstructured Constructs ([9]) 
• High Space Demands of VPLs 
• Difficulty in Visualizing Software 

VLM - A Visual Language for 
MicrocontroUers 
This study developed a visual programming 
language for microcontrollers to facilitate 
programming microcontrollers to undertake 
industrial automation and control tasks. The 
VLM language is made up of functional modules 
and data flow connections between them. The 
data flow dependencies along with the control 
flow function modules determine the execution 
order between modules. The only exception to 
this is interrupt function modules that are 
triggered by the outside hardware. This means 
that modules belonging to unconnected sections 
of the data flow graph that do not belong to a 
control flow structure module. have no inherent 
order of execution. They could in principle be 
executed in parallel (if they are free from 
interacting side effects). 

The execution order of modules A and B is 
determined by either: 
1) A path from A, or a module enclosing A, 

to B, or a module enclosing B. 
2) A sequence construct over A and B. In all 

other cases the execution order is 
undefmed. sacrificing determinacy if there 
are interacting side effects. 'There are four 
types of primitives in the language: 
hardware modules, memory modules.. data 
flow act~ and abstractions/control 

We have chosen to use the recursive data flow 
model with the addition of control flow modules.. 
interrupts, and side effects (to communicate with 
hardware and interrupts). The data flow 
connections are typed as: bytes or bits. The 
hardware modules are: port read/write, timer 
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read/write, set timer prescaling, read status 
register and intenupt enable/disable. Ports. 
timers. status bits and interrupts have labels 
describing them and hardware designators 
referring to the specific hardware object of the 
microcontroller to run the program. Memory is 
accessed as global individual registers.. tables or 
stacks. All of which are referred to by their 
labels. Tables and stacks must be initialized to 
allow static allocation of memory. At 
initialization, their maximum size is required and 
tables can be set to hold initial values. The data 
flow actor operations include arithmetic 
(addition, subtraction, multiplication, division, 
modulo), comparisons (equal, less, greater, ... ), 
shift/rotate/swap nibbles, logic (and. or, not, ... ) 
and type conversions between bits and bytes. 
The data flow actors have side effects only in 
that the arithmetic and shift/rotate operations 
modify the status register and that the shift/rotate 
through carry operations are dependent on the 
contents of the status register. In this category is 
also a module for constants. The 
abstractions/control modules are modules for 
grouping together other modules. Abstraction 
modules simply enclose other modules to create 
macros and functions. Control modules are used 
to create sequences.. selections and iterations. 
There is a special module for initializations, in 
which tables and stacks can be set up. Interrupt 
modules describe functions that are to be 
launched by hardware interrupt signals. 
Initialization and interrupt modules can only be 
placed on the top level of the program. Since 
only homogeneous synchronous data flow actors 
are used. there are no problems with consistency 
in the data flow model. 

/ 

Interface Design 
The principal features of the user interaction with 
the VLM application, was decided during the 
design of the VLM language. This was 
necessary because of the interactive nature of 
visual languages. Some additional decisions on 
the interaction are discussed below. 

The icons in the program are all mixed modality 
metaphors. At first we considered using pictorial 
icons only, but icons that combine picture and 
text has been shown to be more meaningful than 
icons that utilize text or pictures only [44]. 
Moving the objects on the screen is done simply 
by clicking and dragging, as is becoming a 
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standard in graphical, interactive applications. 
To connect two objects the users has to click in 
one of an object's input or output ports, draw a 
line to a pon on the other objec~ and release the 
button. We decided to use the same button for 
connecting and dragging, instead of using the 
right mouse button for either of those activities. 
This is not a limitation since connecting is only 
allowed when the user clicks in a po~ which is 
rarely done when the intention is to drag the 
object. To help the user differentiate between 
these two modes of operation, the cursor changes 
depending on its mode. The cursor is normally 
an arrow. but when it enters an object it becomes 
a hand, showing that the object can be dragged, 
and when it enters a port it becomes a spool, 
showing that a connection can be made. In order 
to keep the number of menu items to a minimum. 
we implemented the primitives parametrized. 
The user is able to alter the parameters through 
the use of dialog boxes, which are displayed 
whenever a primitive is double clicked. 

Programming in VML, using the application, is 
mostly a process of adding objects to the screen. 
To support this process we wanted to have a 
palette displaying the different icons. It would 
allow the user to add a new object simply by 
clicking in the palette. Lack of time, however, 
forced us to use an ordinary menu instead. To 
connect a data flow from an object to several 
others. the user has to introduce a split point by 
double-clicking on a connection, and then 
connect the other objects to the split point. The 
split point can also be used to move the 
connections on the screen to make the program 
look neater. since we did not have the time to 
implement a line drawing algorithm. To make 
the programs reusable we implemented the. 
library function. We would have preferred to 
implement this as a palette, much like the palette 
for adding new objects, and with the user able to 
supply his own icons. Given time, we would 
also have implemented the multiple select 
feature .. common to most object manipulating 
applications, combined with multiple cut.. copy 
and paste. 

The application was developed in the Microsoft 
Windows programming environment on a 386 
ffiM PC personal computer. It is implemented in 
C++ using the OWL (Object Windows Library) 
by Borland International, Inc. Object Windows 
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uses the object-oriented features of C++ to 
encapsulate parts of the Windows API, insulating 
the user from the details of Windows 
programming. Specifically, OWL encapsulates 
window information. abstracts many Windows 
API functions and provides automatic message 
response. We used C++ programming language 
since the visual language itself is object oriented, 
with icons being manipulated on the screen. The 
Borland's OWL application framework provides 
classes for most of the Windows API library 
functions, which would facilitate the 
programming task. The most important part of 
the implementation was to design purposeful 
classes which mimic our visual objects. 

Every module in the language is represented by 
an object that has methods for emitting code. 
The code is generated by recursively tntversing 
the graph.. starting at an arbitrary source, emitting 
internal code for the module and proceeding to 
all modules connected to the outputs. The 
process stops when: a sink is reached a module 
depending on multiple inputs is reached (and 
those have not been provided yet)When this 
happens, a new source is selected and code 
generation proceeds from there. The exceptions 
to this basic rule are: sequences reaching the 
output link of an abstraction moduleSequences 
are compiled one time z'One at a time. 

Modules connected over the border between two 
time zones are therefore treated as a sink and a 
source. Abstraction modules work to 
synchronize the internal code. This means that 
in order to finish generation of all the internal 
code of a module before proceeding externally, 
graph traversing stops upon reaching the output 
link of an abstraction module with multiple 
outputs. Once all the internal code has been 
generated, compilation proceeds from the 
external outputs. Data connections are allocated 
a temporary storage register for transfer of data. 
This is stored in the graph as an attribute of the 
connection object. The runtime representation of 
the language is stack oriented to provide efficient 
memory allocation for functions, and at the same 
time permitting recursion. In the first internal 
register the status of arithmetic and shift/rotate 
operations are saved. 

Next, there is a pointer to the current Activation 
Record (AR). "Global memory" is memory 
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allocated for global registers and stack pointers. 
When a function is callecL memory is allocated 
for the outputs in the current activation recorcL 
and a new activation record is set up. Setting up 
an activation record includes setting a pointer 
back to the previous activation record and 
copying the input data to the new AR. Before 
returning, the called function copies the output 
data back to the calling AR. The external 
memory is used for stacks and tables. Memory 
allocation and various symbol tables are handled 
by a global Memory Manager object. Labels and 
lines of object code are sent to a Code Pad that 
writes them to a disk file. 

Further Development. 
In addition to what has been implemented on the 
prototype a number of further enhancements to 
the compiler have been considered: 
l. Providing an extensive set of library 

functions and templates to the end user 
2. Adding support for automatic generation 

of code for multiple microcontroller 
systems 

3. Introducing primitives for fuzzy control 
in the language 

4. Enabling the user to import and export 
software modules written in other 
languages 

5. Designing and implementing a tool for 
visual debugging of programs 

6. Extending the concept of comments to 
include graphs and animations 

7. Various optimizations on the generated 
code 

8. Improvements to the user interface and 
programming environment 

9. A suggestion for adding object oriented 
concepts to the language to provide 
scope restrictions or data objects. 

We believe that more work according to what 
will be outlined here would help towards turning 
this into a commercial product 

Conclusions 
A visual language for microcontrollers is 
designed and a prototype environment for the 
language is implemented. The combined data 
flow/control flow model shows promise. but 
additional development should be attempted to 
reduce or eliminate shortcomings such as side 
effects through globally scoped hardware and 
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memory objects. Another shortcoming is the 
relative code inefficiency compared to code 
developed directly in assembly language. This 
may be dealt with by code optimization as a post 
compilation process. In terms of the use of 
visual programming languages for 
microcontrolle~ perhaps the most useful next 
step is the field testing of the concepts developed 
in this study. Based on further empirical 
experience, concepts and the architecture may be 
modified to best suit the needs of industrial 
automation and control. 
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INTRODUCTION 
Plant tissue culture is the in vitro growth of plant cells, 

organs, or entire plantlets. The advantages of propagating 
plants through tissue culture include rapid clooal propagation, 
decrease in motherstock requirements, high production 
densities and the JXOduction of disease free plants. Propagules 
can be obtained through a , .. ariety of tissue culture processes, 
some of which are commercial micropropagation, somatic 
embryogenesis. liquid based shoot tip cultures, phototrophic 
culture systems and micro bulbtmicro tuber svstems. 
Commercial implementation of plant tissue culture.utilizes 
a labor intensive but robust process that produces centimeter 
size plantlets called microcuttings. Due to the high production 
costs of in vitro plant propagation( typically S0.2 to S0.5 per 
propagule), the commercial application of plant tissue culture 
has been limited to high unit value plants such as ornamentals, 
cut flowers, and certain plantation crops. To expand the 
commercial applicability of plant tissue culture bevond this 
limited market. production systems must be deveioped for 
tissue culture processes that are more amenable with available 
automation technology. Somatic embryogenesis is one of 
these processes . 

Somatic embryogenesis is a fundamentallY different 
process than the commercial micropropagation p~ocess. The 
end products from !.his process are millimeter size plant 
embryos and not centimeter plantlets. These embrvos have 
the potential to grow into ckmes of the plant from ~' hich an 
~xplant was taken. The adYantage of somatic embryogenesis 
ts the potential to rapidly produce unattached biological 
units in high densities. These embryos are more amenable to 
automation due to their singular nature and uniform shapes. 

Somatic embryogenesis begins with a small explant of 
tissue excised from a mother plant The explant is sterlized 
and placed in a petri dish containin2 a thin laver of solidified 
growth medium which include; nutrien~s and arowth e 

hormones. After a few weeks aggregates of undifferentiated 
cells (calli) will appear on the explant. These calli can be 
proliferated by manually subdividing the aggregates and 
transferring to fresh growth medium. Sub liter glass vessels 
containing a liquid growth medium are commonlv used in 
the callus proliferation stage. Somatic embryo dev~lopment 
can be initiated by adjusting the hormones in the growth 
medium. Embryo formation begins \yi th the development of 
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Figure 1. Embryo development. 
Plants 

globular structures on the calli (Figure 1 ). Later these olobular 
or pro-embryos begin to elongate into heart embrv~s. The 
elongation continues and torpedo embryos are form~ which 
are characterized by cotyledon and radical primordia Torpedo 
embryos can be harvested for development into plantlets ex 
vitro. At any stage of development the normal process can be 
disrupted generating abberant embryos which will not develop 
into mature plants. 

The heterogenity of embryo maturity and quality typically 
found in somatic embryogenesis cultures has impeded the 
commercialization of this propagation technique. This 
variability necessitates identif)ing viable embn·os in culture 
and separatin2 them from immature embrvos. and aberrant 

~ . 
structures prior to ex vitro processing. For plate culture 
systems a machine vision guided. robot han·ester was 
developed in Finland ( Hamalainen. 1991). In this paper a 
fluidic. in vitro embryo harvester, developed for bioreactor 
culture systems, is described. 

HARVESTER DESCRIPTION 
A schematic of the embrvo harvester is shown in Fi oure 

2. The harvester consisted o.f three components: a machine 
vision system, an object tracker and a han·est chamber 
implemented along a vertical section of 3mm square glaSs 
tubing coupled to an airlift bioreactor witl1 silicon tubin2. 
\Vhen it was desired to harvest embryos a peristaltic pu~p 
was activated. drawing the suspension from the bioreactor 
through !.he 3mm conduit. Images of a 5mm section of the 
conduit, located approximately lOOmm from the harvest 
chamber, were periodically acquired and analyzed by the 
vision system through 15x optics at a pixel resolution oi 
approximately 57~m horizontal by 32~m vertical . .-\n object 
tracker monitored the positions and velocities of particles in 
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the conduit between the imaged section and the harvest 
chamber (H~ 1992). ~on-harvested objects passed through 
a 6mm gap in the conduit in the medium filled harvest 
chamber and entered a settlement chamber which separated 
objects from medimn. Particulate free medimn was returned 
to the bioreactor via the peristaltic pump. Harvested objeclS 
were deflected out of the gap with a precisely timed injection 
of culture medimn from a control nozzle. After completion 
of a harvest run ·harvested particles were collected by opening 
a valve at a collection pan. Non-harvested panicles were 
returned to the airlift reactor by releasing a valve in the 
settlement chamber. Object sizes ranged from 200 to 1.500 
~m and object velocities ranged from 30 to 50 mDl/sec. 

The vision system consisted of a Force CPU -30 
(~1C68030, 25MHZ) mounted in a V~tE crate. Three 
DataCube VVG-128 image acquistion cards were used to 
grab a full frame of RGB video from a Pulnix TIIC 54GN 
color camera. A stroboscopic-illuminator was used to freeze 
images of moving particles. Image acquisition and analysis 
occurred at approximately 10HZ when no objects were 
present in the 5mm imaged section of conduit. \Vben an 
object was detected 500 ms were allocated for image 
segmentation. feature extraction and object classification. A 
Bayesian color segmentation algorithm (Harrell and Cantliffe. 
1991) was used to obtain binary images of object and · 
background. An eight segment chain code algorithm was 
used to extract the object's perimeter. Seventeen size and 
shape related features were extracted from the perimeter 
data. These features were chosen for their computational 
simplicity and generality. 

Sixth AnnuaL Conference on Recent Advances in Robotics 
University of Flori~ Gainesville FL, April19-20, 1993 

The 17 image features were processed by a neural 
network to rank the desirability of the object. The neural 
netWork consisted of 17 input nodes. one for each feature. 1-+ 
hidden nodes, a single output node and two bias neurodes 
connected to the input and hidden layers. The network 
output ranged from 0 to 1 with higher values conesponding 
to more desirable embryo morphologies. A threshold was 
applied to this output such that any object with a ranking 
greater than or equal to this value was considered harvestable 
with all others considered as non-harvestable. Neural network 
and machine vision software were developed with the C 
language and Microware · s OS9 operating system. 

An object's position and velocity in the conduit between 
the imaged section and the harvest chamber were monitored 
by the object tracker implemented with 30 infrared li2ht
emitting diodes (lEDs) tphoto-diode pairs spaced on .2.5-+ 
mm centers along the square conduit (Hood. 1992). The 
presence of an object at some point D was detected bv the 
reduction in infrared energy illumina~g the photo-diode at 

this location. When detected at some further point down 
stream (Db) an object's velocity was estimated by knowing 
the elasped time between detection and clasped distance 
between detectors D and D . .-\n obiect's arrival time at the 1 

• b J 

conduit gap in the harvest chamber (harvest-gap occupation 
time) and the time it occupied the imaged section of the 
conduit (image-window occupation time) were calculated 
using ilS current position in the tracking region and velocity 
estimate. A ~fiZAR 7120 CPU (MC68020. 16.7 MHZ) 
performed these calculations and was capable of monitoring 
several objects in the tracking region and updating their 
position and velocity estimates at 40ms intervals. 

Separation of targeted objects from the remainder of the 
population occurred in the harvest chamber. A control jet. 
used to eject objeclS from the conduit gap. was produced by 
energizing a solenoid pinch valve connected to flexible 
tubing which was attached to a control nozzle and terminated 
with a tubing clamp. When the valve was actuated its top 
platen approached the lower platen and forced a fixed 
voh.une of medium ( 18 mml) through the control nozzle into 
the harvest gap at a relatively high velocity (760 mmtsec). 
The timing of the control jet required coordination among 
the vision system. object tracker. and harvest chamber. 
\Vhen the \'ision system targeted an object for harvest it 
signaled the object tracker 500 ms after image capture. For 
all objects in the tracking region at time of this signal. the 
object tracker estimated their image-window occupation 
times. The object ha\·ing a image-window occupation time 
nearest to 500 ms was tar2eted for harvest. The taroctl!ci 

object was harvested by ac~ting the solenoid valve af~er irs 
harvest-gap occupation time had clasped 
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PROCEDURE 
~eural Network Training 

From 15 day old flask suspension cultures used to produce 
somatic embryos of Ipomoea Balalas CV \Vbite Star. 
approximaldy 70 ~embryos aod 70 immanJre. abberant 
and non embryo structures were manually harvested. 
Representative outlines of these different morphological 
types are shown in Figure l. ~embryos had developed 
sufficiently for ex vitro processing and were typical of 
embryos to be targeted for harvest from a bioreactor culture 
environment for conversion to plandets. All objects were 
fixed with a distilled water/0.5% bleach solution. Each 
object was manually inttodnced into the harvest system and 
imaged as it entered the imaging section of the square 
conduit (Figme 2). Object images were archived on a disk. 
This process was repeated from two to five times per object 
resulting in 581 images. All object images were ranked by an 
expert on a scale from 0 to 0.9 with 0.9 corresponding to a 
prototypical mature embryo and 0 to an obvious non embryo 
structure. Any object receiving a ranking of 0.5 or greater 
was considered by the expcn as sufficiently developed for ex 
vitro and therefore harvestable. The 581 images were 
randomly presented to the expert dming the rating session to 

minimize any bias resulting from lhe sampling process. 

A neural network training set was constructed from a 
random subset of approximately 43% of lhe images. The 
remaining 57% of the images were used to construct an 
independent set to analyze the neural network's performance. 
17 geometric features were extracted from each image. 
Training set feature vectors were randomly presented to the 
netwak ll.CXX> times. The chace of 11.000 training iterations 
was based on experience with these types of data sets. The 
mean squared error between the network output node and 
expert ranking was minimized by adjusting network weights 
using conventional back propagation training techniques 
(Rumelhart and Mc£le~ 1986). Independent assesment 
of network performance was evaluated with the test set 
images. Feature vectors were extracted for each object in lhe 
test set and presented to the trained network. The output from 
the neural netWork foe each test object was compared to lhe 
expert rating for that object. These results were tabulated and 
analyzed to select a harvest threshold value for the network 
which )ielded an acceptable compromise between rejection 
of non-harvest objects and acceptance of harvest objects. 

Han·ester Testing 
Approximately 160 marure embryos and 140 immatme, 

aberrant and non embryo structures were manually halves ted 
from 15 day old flask suspension cultures used to produce 
somatic embryos of Ipomoea BatalaS CV \\1rite Star. These 
objects were fixed with a distilled water 10.5% bleach 
solution and placed in a lOOml glass vial. Each object was 
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manually pipeted from this container and introduced into the 
harvest system pickup at a rate of approximately one object 
every 4s. As an object flowed past the imaging section of the 
square conduit it was imaged and its geometric features 
extracted and presented to the trained neural network If the 
object's network ranking was greater than or equal to a 
predet-.ned threshold the object was classified as a harvest 
type and the object tracker signaled 500 ms after image 
acquisition. The harvest threshold was established based on 
the netWork's performance on the test image set. An attempt 
was made to eject the targeted object the conduit gap by 
automatically activating the control jet at the predicted 
harvest-gap occupation time. Previous studies (Hood. 1992) 
detamined the harvester to be 97 percent efficient at ejecting 
targeted objects under the conditions of this test. 

After all objects had been processed the harvested and 
non-harvested populations were collected and manually 
analyzed under a microscope by the same expert used to train 
the neural network. Analysis results were reponed as the 
number of harvestable objects (expert ranking of 0.5 or 
greater) and non-harvestable objects (expert ranking less 
than 0.5) in the harvested and non-harvested populations. 
Tile process was repeated for a total of three harvest runs. No 
appreciable changes in the appearance of the test objects 
were observed throughout the three replications of the 
harvester tests. There was. however. a small reduction in the 
nmnber of particles from one run to the next resulting from 
the manual manipulations. 

RESULTS 
~eural Network Training 

The performance of the neural network on the test set is 
summarized in the results matrix shown in Figure 3. Bcments 
in the il.bcolumn represent the distribution of the network's 

Figure 3. Neural 
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ranking for all objects rank1:d by the e.'{pert as i: entries in the 
j;.b row represent the distribution of e~pen rankings for all 
objects ranked by the network as j . .-\ perfect network would 
have non-zero enuies only on the diagooai elements of this 
matri~. Recall that an expert ranking of 0.5 or greater 
indicau:d an embryo suitable for barvesL The test populalion 
had a homogeneity (fraction of objects ranked at 0.5 or 
greater by the expert) of O.Z3. If a threshold of 0.5 was used 
with this network all 76 objects in the test set considered 
harvestable by the expen would be identified as such by the 
network; however 70 percent of non-harvestable objects 
would also be identified as harvestable and would result in 
no appreciable improvement in the homogeneity of the 
selected population. An increase in the threshold decreases 
the nmnber of incorrectly identified non-harvest objects but 
also decreases the number of correctly identified harvest 
objects. The contlict between network selectivity and 
efficiency was analyzed through two pen·onnance indices: 
the harvest seiection rate (H) and the homogeneuy 
improvement ratio (a). These periormance indices were 
defmed as follows: 

Hr = ;; harvesrable objects correctly identified I 
Total# harvesla.ble objects in test set 

and a = ( 1 - H) ! ( 1 - Hr) where 
Hi = homogeneity of the test population 

=~umber of harvestable objects in test set i 
Total objects in test set 

Hr = homogeneity of the barYested population 
=# harvesrable objects correctly identified 1 

Total objects selected by the network as harvestable. 

Hr is the efficiency of the nen\·ork at identifying harvesta.ble 
objects from a g~ven population and has a ma'{imum vaJue 
of I. a represents the improvement 1n homogeneuy of the 
selected population o\·er the homogeneity of the initial 
population and approaches infmity if the sclected population 
is pure (contains only ban·estable objects) and is 1 if the 
selected populaticn has the same harvestman-harvest makeup 
as the initial population. 

TABLE 1. Harvest Test Results. 

Figure 4. Performance mdzcies vs. nerwork threshold. 

a 

a= 1.5 

_Jj.r = .2:.~---- ---- ----··- - -------

0+----------------------------------------------------------~lli o 0.1 0.2 ::.3 o._. o.c: v.i c.e o.9 

A plot of Hr and a as a function of han·est threshold for 
tbis network is shown in figme 4. For threshold values of 0.4 
or less the network selected almost ail objects (Figure 4) and 
both Hr and a were approximately 1 . .--\.s the threshold was 
increased Hr geometrically decreased and a geometrically 
increased. A threshold or 0.8 (H e of 'J.51 and a oi 1.51) was 
selected as a reasonable comprormse between network 
selectiYity and efficiency. The eifect of this threshold on 
network performance 1s shown m the shaded blocks of 
Figure 3. These blocks represent the portion of the test 
population correctly classified as non-han·estable (upper 
left) and harvestable (lower nght). Tne blocks outside of the 
shaded regions represent the subpopulation incorrectly 
classified by the network. At a harvest threshold of 0.8 
appoximately one half of harvestable objeas in the netWork 
test set were recognized as such by the network. The 
homogeneity of the selected population was 0.49 compared 
to the 0.23 homogeneity of the network test population. 

Harvest Test 
The results from the harvest tests are summarized in 

Table 1. The homogenen~· of the han·est test population. H,. 
was 0.56 (56% of the obJeCts m this population wer~ 
considered harvestable by the ex pen 1. After the three harvest 
runs the homogeneity of the harYested population. Hr 
(averaged over the three replications 1 was 0.88. The harvest 
selection rate. Hr. was 0.28 (28% of all han·estable objects 
were harvested) and the homogeneity improvement ratio 

Run It Initial Hi 
Population 

Harvest Non-Harvest Hr Hf a 
Objects Objects 
Harvested Harvested 

1 302 

2 286 
3 275 

055 
0.56 

0.57 

43 

39 
54 

Summarv 863 0.56 136 
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0.28 0.88 3.6 
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was 3.6. The experimental Hr was appreciably less than the 
0.5 expected from network training and the acrual harvest a 
of 3.6 apprectably greater than expected from the network 
training resuits. The decrease in Hr was atttibuted to embryo 
tumbling in the glass c:ooduit: previous studies (Hood. 1992) 
demonstrated that 36% of harvestable embryos would be 
unrecognWlble as a result of their random orientation when 
imaged Derating the design Hr by 0.64 results in an expc:cted 
H of 032 which was much closer to the realized H of 0.28. 

r r 

The increase in the homogeneity improvement ratio. a. was 
attributed to the homogeneity of the harvest test set being 
higher than the homogeneity of the nemal network test set 
(0.56 compared to 0.23). Using the harvest test set 
homogeneity to solve for a results in an anticipated 
homogeneity improvement ratio of 3.7 which is more in line 
with the harvest results. 

DISCUSSION 
Tills work has demoostrated the successful in vzrro han·est 

of somatic embryos under non aseptic conditions when 
embryos are manually introduced into the h.an·ester. Twenty 
eight percent of harvestable embryos were segregated by the 
system which resulted in an impro\·ement in population 
homogeneity of 3.6. To improve upon this performance the 
accuracy of the machine vision classifier must be improved. 
Moreover. for this system to be of practical interest to the 
somatic embryogenesis community on-line. aseptic harvest 
must be demonstrated. 
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ABSTRACT 

Non-redundant manipulators possess Jacobians J with 
full-column rank in at least one configuration. The unique 
manipulator singularity surface can be computed from 

detti'M..JJ = 0 for any metric Mv. If one selects Mv = 
s2

, S a diagonal matrix with positive elements on the 
diagonal, the determinant will indicate all the distinct task 
spaces whose dimensions equal max {Rank[]]) and will 
yield expressions for each task space related surface of 
singularity. The intersection of all the task space related 
singularity surfaces equals the unique singularity surface 
of the manipulator. The latter surface does not depend on 
the point and frame of reference in which the calculations 
are made or on Mv while the task spaces and their related 

singularity surfaces do. Several examples illustrate the 
ideas presented. 

1. INTRODUCTION 

Singularities play an imponant role in inverse velocity 
and position kinematics ([7],[10],[13]), statics, control, 
and manipulator workspace analysis. In the robotics 
literature authors have focused primarily on the analysis 
of singularities of n-DOF serial kinematic chains for n 2 
6. Waldron, for example, [15],[16] examines 6-DOF 
manipulator Jacobians, determines the analytical 
conditions for singularity by taking the Jacobian 
determinant at the midframe and interprets the results 
geometrically using screw theory. Flueckiger and 
Bedrossian [5] classify singular configurations of 
redundant manipulators and determine the situations where 
it becomes possible to move the robot into a non-singular 
configuration from a singular one through self-motions 
alone. Workspace analysis in [6], [9], [14] does not 
approach the problem by finding the surfaces of 
singularity of a robot and then determining the Cartesian 
images, but rather deals directly with the forward 
kinematics relationship for the position of the end-frame 
origin of the manipulator. Analysis of singular conditions 
for manipulators with less than 6-DOF appears not to 
have received as much attention, even though most 
commercial manipulators in use possess less than six 
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degrees-of-freedom. Pai 's work [11] provides a notable 
exception to this observation where he considers a general 
kinematic map from configuration space to a task space 
with the same or smaller dimensions. As a practical 
matter these subspaces tend to possess three dimensions 
or less. Pai classifies manipulators by the smoothness of 
their singularity manifolds and addresses design issues 
arising from singularity analysis. 

The work here takes an algebraic approach to the 
analysis of workspace singularities by determining when 
the rank of the Jacobian of non-redundant manipulators 
decreases. Such manipulators necessarily have less than 7-
D 0 F, but the converse is not true. For example, an 
RRRR planar manipulator is redundant. A methodology 
in this paper allows one to systematically find those 
configurations for which the manipulator can no longer 
control arbitrary motions in a specific velocity task space. 

The Robot Velocity Equation 

In robotics, the frame-velocity or twist equation 

v =J q (1-1) 

indicates the linear relationship between the joint-rates q 
and the end-frame twist motion V defined with respect to 
the robot base frame and computed at the manipulator end-

fr · · Th · d' · al · V [ r r r arne ongm. e SIX tmenSIOn tWISt := V (J) j 
consists of the angular velocity m of the end-frame rigid 
body and the translational velocity v of the end-frame 
origin. The matrix J equals the manipulator Jacobian and 
is a function of configuration q in joint space Q, J(q). 
The inverse velocity problem requires fmding a joint-rate 

vector solution q.s which produces a specified frame 

velocity V. In general, J may be singular or not square. 
In such cases, given the symmetric, positive-definite 
matrices M q and M v• defmed as metrics on the space Q' 

of joint rates q and the space V of twists, respectively, 
one might seek the minimum-Mq-norm, Mv-least-squares 
solution offered by the weighted generalized-inverse [1], 
[4], 

• # 
qs = J V, (1-2) 
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where J # equals the weighted generalized-inverse of J. 

Calculation of the Weighted Generalized· 
Inverse 

A full-rank decomposition of the matrix J equals 
J = F C, (1-3) 

where Rank[Jrl = Column_rank[F] = Row_rank[C]. 

While the decomposition ( 1-3) is not unique, the weighted 
generalized-inverse [1],[4] 

J# :=Mq-lCr[CMq-lCr)-l [FrMvF{1F rMv. 

(1-4) 
is unique. While a weighted generalized-inverse solution 
to the frame-velocity equation always exists, it is not 
continuous through a singularity because the weighted 
generalized-inverse changes if J changes rank: Rank[])= 

Rank[]#], independent of the choice of metrics. Thus, 
singularity analysis becomes important even with the 
application of weighted generalized-inverses and that 
analysis does not depend upon the meuics employed. 

Non-Redundant and Redundant Serial 
Kinematic Chains 

In this paper, n-DOF serial kinematic chain robot 
manipulators will be called non-redundant manipulators 
when its spatial order (SO ) equals the number of actuated 
joints [3], SO = max (Rank[]]) = n. An n-DOF 
manipulator is redundant when 

SO= max {Rank[]]}< n. 

Definition 1 Non-Redundant and Redundant 
Manipulators 

An n-DOF serial kinematic chain is a non-redundant 
manipulator when SO =max {Rank[]]) = n and 
redundant when SO = max {Rank[]])< n. The 
redundancy r m of a manipula/Or equals 

r m := n -SO . (1-5) 

The Jacobian J = J ( q) equals a function of the 
manipulator joint variable vector q and so it is possible 
for both max {Rank[])} = n and Rank[J(qs)J < n for 

some configuration qs. When Rank[J(qs)J < n, the 

manipulator assumes a singular configuration q s· The 

spatial degree-of-freedom (SDOF ) possessed by a 
manipulator in configuration q is defmed as SDOF(q) := 
Rank[J(q)]. In singular configurations qs of an n-DOF 

manipulator, SDOF(qs) = Rank[J(qs)J <SO 5 n. Thus, 

in singular configurations a manipulator's joint D 0 F 
always exceeds the dimensions of the twist space 
describing the motion capabilities of the robot. In other 
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words, the robot instantaneously possesses redundancy in 
a singular configuration. The joint-redundacy r( q) of a 
manipulator in configuration q equals 

r(q) := n- SDOF(q). (1-{)) 
For example, the Jacobian J of the 4-DOF SCARA 
manipulator (RRRP) has maximum rank four [3], and so 
the manipulator is non-redundant. But, when the arm is 
fully stretched ou~ the rank drops to three. In effec~ the 
second revolute joint cannot contribute to the 
instantaneous motion and the manipulator is, therefore, 
redlDldant in that configuration. 

The joint redundancy for a redundant manipulator 
equals r m for all non-singular configurations. At 

singularities q s' redundant manipulators assume additional 

joint redundancy because SDOF(qs) < S 0. To illustrate, 

consider a 4-DOF planar manipulator with four parallel 
revolute axes (RRRR ). This manipulator must always be 
in redundant configurations since max {Rank[ J]} = 3 < 4. 
Every configuration of a redundant manipulator, therefore, 
must be a joint-redundant one. In contrast, a non
redundant manipulator must ha-ve at least one 
configuration which is not joint-redundant 

Task Space Jacobian 

In many cases a roboticist seeks to control a restricted set 
of the velocity parameters in V. The most common · 
situations discussed in the literature restrict consideration 

to translational velocity control, v = J v q , where J v 
equals the first three rows of J, or to angular velocity 

control, m = J ro q , where J m equals the last three 

rows of J. No fundamental objection arises should one 
choose to consider other combination of the velocity 
variables. In particular, this paper will focus on the 
selection of any desired subset of the velocity task 
variables and designate the resultant vector by V r , 

V r := ( ::) ~i ~ ~j • i ~ j • 

gi E {v X' Vy, V Z' (t)X' (l)y, mz}. (1-7) 

By assumption, the side effects on the motion produced 
by values assumed by the excluded velocity variables will 
not matter to the problem being solved. Of course, if this 
is not the case, either one must redefme the task space or 
solve the problem in a different fashion. 

Construct the velocity equation for the restricted 
velocity vector V r by deleting the appropriate elements 

in V and the corresponding rows in the Jacobian J in 
(1-1) to obtain, 

Vr=lrq 
and its inverse solution, 

(1-8) 
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(1-9) 

where J r• the task space Jacobian, denotes the modified 

1. We use (1-8) and (1-9) to represent the various velocity 
equations, including the extreme case where V r = V and 

1r=J. 

The task space V r := { V r } has dimension k ~ 6 . 

When dim{ V rl < Rank[J r( q )] , the robot provides 

redundant control of the task space variables at q. When 

dim[V r ] = Rank[J/q)J the robot provides non-redundant 

control of the task space variables at q. In the remaining 
case, dim{ V r ] > Rank[ J r( q) J, the robot cannot control 

all the task space variables at q. Configuration q 0, where 

dim[V r ] > Rank[Jr(qo)J, is called a task space related 

singularity or task space related singular point and the 
manipulator assumes a task space related singular 
configuration. The manifold of all task space rela~ 
singular points constitutes the task space related surface of 
singularity. Task space related singularities do not 
necessarily equal singularities of the manipulator and, in 
general, are not invariant to translation. This will be 
proven later. 

In this paper we consider only task spaces whose 
dimensions equal the number of actuated joints of a non-

redundant manipulator. The joint-rate space Q I = { q } and 

task space V r have dimension n and 1 r : Q I ~ V r 
equals ann x n matrix. If Rank(Jr(q)] = n, Jr is 

invertible at q and any task space requirements can be 
met by the robot in configuration q. At task space related 
singularities q0 , Rank[J r(qo)J < n, the task space 

specifications cannot be realized precisely and a weighted 
generalized-inverse can be used to determine a minimum
norm, least-squares joint-rate solution to the manipulator 
task space velocity equation. 

The principal objectives of this paper are to develop a 
theory to 

1) Find the singular configurations qs in which a 

non-redundant manipulator loses motion 
capability, Rank[J(qs)l <SO =max {Rank[J]) 

= n ~ 6, n the number of degrees-of-freedom of 
the manipulator, 

2) Determine all the task spaces with dimension n 
for an n-DOF non-redundant manipulator and 

3) Derive the task space related singularity surfaces 
in configurations space associated with those 
task spaces. 
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2. SINGULAR CONFIGURATIONS OF NON
REDUNDANT MANIPULATORS 

Consider the case where the Jacobian J of the manipulator 
equals a 6 x n matrix, n ~ 6, and Rank[]] = n., i.e., the 
manipulator is non-redundant. In a singular configuration 

q 0 , the null space of J possesses a non-zero vector i1 

such thatJ(qo) q·1 = 0. Singular configurations exist if, 

and only if, the determinant of each n x n matrix 
calculated from any n rows of J equals zero. There are 

N := (6~n) such determinants. These are well known 

facts from linear algebra [8], however, an informal 
demonstration will motivate later observations. To prove 
necessity, assume one such determinant does not equal 
zero. Its corresponding n x n matrix can be inverted 

forcing i 1 = 0, contradicting the assumption that q0 a 

singular configuration. To prove sufficiency, assume all 
such determinants equal zero. Any subset of row vectors 
containing n rows must be a linearly dependent set. 
Consequently, the rank of the Jacobian must be less than 
n and, hence, the manipulator must be in a singular 
configuration. 

Surfaces of Singularity 

The manipulator surface of singularity equals the set of 
all points in configuration space where J does not 
possess full column rank . The surface of singularity for a 
non-redundant manipulator with n ~ 6 degrees-of
freedom, therefore, equals the intersection of all the 
surfaces generated by setting the determinant of each n x n 
submatrix of 1 to zero. In other words, configurations 
which force all non-trivial n x n determinants of 1 to 
zero defines the surface of singularity for J. 

The n x n submatrices of a non-redundant 
manipulator with n columns can only be constructed by 
deleting 6-n rows. The resultant matrix corresponds 
exactly to a task space Jacobian J r . The resulting task 

space V r excludes from V r those velocity variables 

corresponding to the crossed-out rows of J. The task space 
related singularities and surface of singularity, therefore, 
derive from detf1rl· 

Calculating the Surface of Singularity 

One could directly calculate the determinant of each n x n 
submatrix J rk of the manipulator Jacobian J in order to 

compute the task space related surface of singularity and 
the surface of singularity for the robot. As a practical 

matter, manual computation of the k = 1 , ... , N = (6~n) 
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such determinants can be tedious and error prone, even 
when most of the determinants equal zero in robotics 
applications. The following procedure, however, permits 
writing a simple program for a symbolic mathematics 
application package which will develop all the non-zero 
determinants simultaneously. 

For any symmetric and positve-defmite matrix M v• 
# 'r 

Rank[]}= Rank[] 1 =Rank{] Mvll 
for a non-redundant manipulator. Hence, any configuration 
q for which J drops in rank must also cause the rank of 

J r M v J to drop, and vice-versa, independent of M v . 

Thus, det[Jr Mvl1 = 0 for exactly those configurations 
in which J is singular, independent of M v . This proves 

Theorem 1 
The manipulator surface of singularity may be 

calculated by det[J 'r M v J] = 0 for any symmetric 
positive definite matrix M v . The resultant 
singularity surface does not depend upon M v . 

Theorem 1 implies that the surface of singularity for a 
manipulator depends only on the structural properties of 
the manipulator and joint positions and not the metric 
Since the simplest symbolic expression for the 
manipulator Jacobian of a serial kinematic chain occurs at 
the midframe [12], symbolic calculation of the surface of 
singularity using (2-1) will be most tractable at the 
midframe. 

Because det[Jr Mvl1 = 0 cannot be influenced by 

the choice of M V' select the scaling metric M v = S 't'S = 

S 
2

, where S = diag(~1 .~2 .~3·~4 .~5 .;6;. Apply the 

Binet-Cauchy [8] theorem to compute 

det[Jr ~ JJ = det{(SJ)r(SJ)1. 
N 

= Ldet[J rkl2 1rk(x1 .x2.x3.x4.xs.xr). (2-1) 
k=1 

where xi = ~ and frk(x 1 .x2 ,x3 ,x4 ,x5 .x6), called an x

factor, equals the product of all the xi 's , except those 

with the same indices as the rows deleted from J to 
produce J rk· Because frk(x1 ,x2 ,x3 ,x4 ,x5 ,x6) > 0, 

det[Jr s2 11 = o if, and only if, detflrkl = o for a11 k. 

The latter implies det[J rkl = 0 for all k , the same 

condition established for singular configurations of J 
given earlier. 

Expression (2-1) is easily computed by a symbolic 
mathematics software application package and easily 
identifies the task subspaces associated with J rk , namely, 

the components of V whose position indices match the 
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indices in the termfrk(x1.x2 .x3.x4 .x5 .x6). For example, 

in a 3-DOF non-redundant manipulator, the factor 
frk(x 1 ,x2 ,x3.x4,x5,x6) = x2 x3 x5 corresponds to the 

'r 
velocity task space with V r = { vy v z (J)yl . 

· lnvarlance of the Manipulator Surface of 
Singularity 

Consider the twist coordinate transformation J' = GJ, 
where 

R B 

J (2-2) 
R 

includes rotating the frame of reference by R and 
translating the origin by the vector b which uniquely 
determines the skew-symmetric matrix B. 

Considering that det[G] = 1 and that the metric M v 
-1: -1 

transforms according to M v ' = G M v G [ 4], we have 

det[J'r Mv' }'] = det[J't'Mvl1. 

Therefore, the manipulator singularities and the task 
spaces related singularities are invariant to the point and 
frame of reference selected for the Jacobian J, provided 
one employs the transformed metric in the primed frame. 
In other words, 

Theorem 2 
The manipulator and task related singularity surfaces 
are invariant to twist coordinate transformations G, 

where J' = G }, provided Mv' = G-rMv G-
1

. 

Task space related singular surfaces do depend upon 
the metric selected (refer to Example 3 ), but the 
manipulator surface of singularity does not. Suppose in 

the primed frame the scaling metric s2 
is used instead of 

M v' . The task spaces in the primed frame, in general, no 

longer equal the task spaces in the unprimed frame, but, 
by Theorem 1 , the configurations q for which 

det[J'r ~ J'] = det[Jr{(SG) rSG] JJ = 0 

will also force det[Jr[SrS]J] = 0, and vice-versa. In 
effect, one can always use a scaling metric to find the 
manipulator's surface of singularity at any point and frame 
of reference in which J is computed. This proves 

Theorem 3 
The manipulator singularity surface consists of all 

configurations q that satisfy det{ J r { S 'r S 1 J 1 = 0, 
regardless of the point and frame of reference used in 
the calculation of J. 
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The examples below will illustrate the computational 
process for finding the surface of singularity for a 
manipulator and computing the various task related 
singularity surfaces. 

Example 1 RPRR Manipulator 

Table 1 presents the D H -parameters for an R P R R 
manipulator. 

Table 1 · Kinematic Parameters for a 4-DOF Robot 
Joint d 8 a a 
1 r 0 81 0 9()0 

2 p d2 900 0 9()0 

3 r 0 83 0 9()0 

4 r 0 84 0 oo 

The midframe Jacobian 
2 
J 4 of this manipulator equals 

0 0 0 0 
0 1 0 0 

2 d2 0 0 0 
J 4 = 1 0 0 s 3 (2-3) 

0 0 0 -c3 
0 0 1 0 

This and other Jacobians in this paper can be obtain by 

applying the tables in [2]. The singularities of 
2 J 4 occur 

when 

(2-4) 

_)2 2_}. 2 
The factors~ s3 , c3 ~ and c 3 in (2-4) equal the 

square of the three non-zero 4 x 4 determinants of 
2 J 4 

and must simultaneously be zero in order for 
2 J 4 to 

loose rank. Since d2 :F 0, these conditions imply s~ + c~ 

= 0, which cannot happen. Hence, 
2 J 4 never looses rank 

and there is no surface of singularity for the manipulator. 
This manipulator supports three distinct, four

dimensional task spaces in the midframe. The task space 

velocity equations V ri = J ri q , i=l ,2 ,3, are indicated 
by the x- factors in (2-4). Namely, 

~ ~ 
Vr] = fvy Vz COX WZ] ' Vr2 = fvy Vz (J)y (J)zj ' 

V r3 = fvy cox coy wz] ~. respectively. Further, 
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Because the coefficient of the x-factor fr/X 1 , ... .x6) equals 

the square of the determinant of the corresponding task 

space Jacobian 
2 
J 4 ri, 

detf 14rl/ = c4 s~. detf J4r2l
2 = ~ c~ , 

detf 14r3T = ci, (2-6) 

the task related singularities for each of the task space 
velocity equations equals those configurations which force 
the task space's corresponding x- factor in (2-4) to zero. 

2 
The task space V ri = Range[ J 4ril = 4, as long as 

det[
2 
J 4ril in (2-6) does not equal zero, i = 1 ,2,3 . The 

task related singularity surfaces sri equal sri = s3 = 0, 

Sr2 = Sr3 = C3 = 0. 

Example 2 Surface of Singularity of an 
RRRP Manipulator 

Table 2 presents the DH-parameters for this manipulator. 

Table 2 ·Kinematic Parameters for a 4-DOF Robot 
Joint d 8 a a 
1 r 0 81 0 900 

2 r 0 82 a2 900 

3 r 0 83 a3 900 

4 p d4 0 0 oo 

The midframe Jacobian 
2 
J 4 of this manipulator equals 

0 0 0 SJ 
-a2 c2 0 0 -c3 

2 0 -a2 0 0 
(2-7) 14 = 

s2 0 0 0 

0 1 0 0 
-c2 0 1 0 
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detf 214-r s2 214 1 = 4 2 2 a2 c2 s 3 x 1 x2 x 3 x6 

2 2 2 2 2 2 
+ a2 s2 s3 x1 x3 x4 x6 + a2 c3 s2 x2 x3 x4 x6 

2 2 2 2 2 
+ a2 c2 s3 x1 x2 x5 x6 + s2 s3 x1 x4 x5 x6 

2 2 
+ c3 s2 x2 x4 x5 x6 = 0. (2-8) 

The above equals zero if, and only if~ 

22 22 22 2 2 
c2 s3 + s2 s3 + c3 s2 = s3 + s2 = 0. 

Therefore, the surface of singularity S m of this 

manipulator equals 
2 2 

Sm(92,93) = s2 + s3 = 0. (2-9) 

According to (2-8) this manipulator supports six, 
four-dimensional task spaces in the midframe. Only the 
task space associated with x- factor x1 x2 x3 x6 allows 

complete control over the linear velocity of the origin of 
frame F 2. The surface of singularity for this task space 

equals 
SrJ(~,83) = C2 S3 = 0. (2-10) 

Observe that the first and fourth terms in (2-8) specify 
the same singularity conditions for the their task space 
related singularities as do the second and fifth terms and 
the third and sixth terms. 

The task spaces and their surfaces of singularity change if 
different metrics are used~ but the manipulator surface of 
singularity is invariant to the choice of point and reference 
frame, as proven earlier. The next example illustrates both 
results for the manipulator in Example 2. 

Example 3 RRRP Manipulator Revisited 

At the origin of frame three, the manipulator Jacobian, 
expressed in frame three, equals 

-a2 c2 s3 0 0 0 

a3 s2 s3 -a2- a3 c3 0 0 

31 
a 3 c2 + a2 c2 c 3 0 -a3 1 

= (2-11) 4 0 0 c3 s2 SJ 

-c2 0 1 0 

s2 s3 -c3 0 0 
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The computation of detr 1 4 -r s
2 3

141 = 0 is much more 

involved than the computation of det? 14 't' s
2 2

14 1' but 

it eventually leads to the requirement that 
.3 't' 23 2 

dett 14 S 141 = [a2 c2 s3 (a2 + a3c3)1 x1 x2 x3 x5 
2 2 2 

+ [a2 c2 s31 x1 x3 x4 x5 + s2 [a2 c3 + a31 x2 x3 x4 

2 2 
x5 + [a2 c2 c3 s31 x 1 x3 x5 x6 + [a2 s2 s31 x2 x3 x5 2 I 

x6 + s2 x3 x4 x5 x6 = 0. (2-12) 

The possible four-dimensional task spaces for this 
manipulator at the origin of frame F 3 , indicated by the 

indices of the x- factors in (2-12)~ differ from those task 
spaces at the origin of frame F 2 specified by the x-

factors in (2-8) and so do their surfaces of singularity. 
In order for a configuration to be a point of 

singularity, the last term in (2-12) forces s2 = 0 , which, 

together with the second term forces s3 = 0. These two 

conditions, however~ force all the others terms to zero, 
hence, the manipulator singularity surface equals 

2 2 
Sm(82 .83) = s2 + s3 = 0, (2-13) 

which is the same as (2-9). This results illustrates 
Theorem 3. 

3. CONCLUSION 

The author has attempted to clarified the distinction 
between redundant and non-redundant manipulators. 
Essentially, non-redundant manipulators possess a 
Jacobian with full-column rank in at least one 
configuration of joint positions. For n < 6, one can 
choose to control different subset of n of the six velocity 
variables, provided the minor of the Jacobian 
corresponding to the n selected velocity variables has full 
rank. A methodology (2-1) for computing the surface of 
singularity for a non-redundant~ n-DOF manipulator, 
n 56, simultaneously finds the determinants of all the 
n x n minors of the manipulator Jacobian. The 
determinants of these minors defme the task spaces related 
surfaces of singularity and characterizes the possible n
dimensional task spaces supported by the robot in the 
point and frame of reference selected for computing the 
Jacobian. The manipulator surface of singularity, the task 
spaces, and the task space related surfaces of singularity 
are invariant to twist transformations G when the metric 

-'r -1 
M v transforms according to M v ' = G M v G under 
G and is employed in the prime frame calculations. The 
task spaces and their associated singularity surfaces, 
however, depend upon the metric selected. In contrast, the 
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manipulator surface of singularity is independent of any 
metric used to calculate it and so one can use the scaling 
metric at any point and frame of reference and obtain the 
same results. 
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Abstract 

A laser tracking system has the potential of 

being one of most accurate target tracking and 

coordinate measuring devices. An important 
issue related to the control of the laser tracking 

system is its tracking ability. A Jacobian 

matrix relating target velocities to gimbal angle 
velocities based on an ideal gimbal-mirror 
model is derived in this article. A measure is 

defined to investigate the system's tracking 
robustness. The trackable space of the system 

is determined by a symbolic approach and 

verified by numerical simulation. 

1. Introduction 

A laser tracking system consisting of laser 
interferometers, optics and electromechanical 

mirror-positioning devices has the potential of 

being one of most accurate tracking and 
coordinate measuring devices [1-5]. To achieve 

this objective, important issues in the control of 
laser tracking systems have to be addressed. 

It has been the authors' and other 

researchers' experience that if a target moves 

too fast in the direction perpendicular or near

perpendicular to the reflecting beam, the laser 

system may lose tracking of the target. Let us 

assume for the sake of discussion that the laser 

beam is guided by a motorized mirror-gimbal 

mount. One leading cause of a loss of tracking is 
that the gimbal angle velocities required to move 
the mirror-gimbal mechanism to follow the 

target cannot be achieved by the con~ol system. 
If an infinite gimbal angle velocity is required 

at a particular target position. then it is said 
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that the system is singular at this point. This 

problem may be investigated by ·studying the 

structure of the Jacobian that relates the target 
velocities to the gimbal angle velocities. 

In this article, the Jacobian matrix is 
derived based on an ideal gimbal-mirror model. 

Both symbolic and numerical approaches are 

employed to investigate the singularity of the 
Jacobian and the tracking ability of the laser 
system. In the symbolic approach, the 

determinant of the Jacobian is derived and the 
roots of the determinant are obtained explicitly . 

with the help of a symbolic reduction software 

package. These roots represent the singularity 
points of the system. In the numerical approach, 

a measure for the tracking ability, namely the 

condition number of the Jacobian matrix, is 
computed at sampled points of the gimbal angle 
space. If a very dense map of the condition 

number is computed, which is possible for the 
gimbal-mirror mechanism since it has only two 

joints, a graphical illustration of the tracking 

ability of the system can then be obtained. 
This article is organized in the following 

manner. In Section 2. the basic operation 

principles of a laser tracking system are 

outlined. Section 3 presents the ideal gimbal
mirror model. The Jacobian matrix for the laser 

system is derived in Section 4. Singularity and 

tracking ability of the system are discussed in 

Sections 5 and 6. 

2 . Operation of a 
System 

Laser Tracking 

A schematic diagram of a particular laser 

tracking mirror positioning servo mechanism 
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current! y in use at the Florida Atlantic 

University Robotics laboratory is shown in 

Figure 1. 

' ' 'I 
I 
I 

,......'1 
I 
I 

Figure 1 Schematic of a Laser Tracker 

Two orthogonally polarized beams at 

narrowly spaced frequencies, referred to as the 

reference beam having a frequency of ! 2 and 

measuring beam having a frequency of ! 1 , are 

emitted by the laser head. The reference beam 

is diverted to the receiver by a polarizing 

beamsplitter located on the single beam 

interferometer. The measuring beam proceeds 

through the interferometer and the 50% 

beamsplitter and is directed by the tracking 

mirror to a retroreflector located on the moving 

target. The returning beam from the 

retroreflector goes parallel to the incoming 

beam and enters the 50% beamsplitter from the 

opposite direction. The beam which passes 

through the 50% beamsplitter is reflected by 

the polarizing beamsplitter and emerges into the 

receiver. If the movable retroreflector changes 

position, a Doppler frequency shift of 11/ 
occurs, which is then translated through 

interferometry to a relative displacement 

reading having a resolution in the order of 
magnitude of a fraction of a wavelength. The 

beam reflected by the 50% beamsplitter is 
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transmitted to a four quadrant detector, which 

detects the deviations of the returning beam 

from the center. Error signals drive the servo 

systems which adjust the angles of the two 

degrees-of-~reedom mirror gimbal. 

If rotation angles of the two gimbal axes are 
measured with sufficient accuracy along with 

the distance. measurement, a single-beam laser 

tracker will be capable of performing accurate 
3D measurements, provided that the system is 

properly modeled and carefully calibrated. 

3. Model of a Single-Beam Tracker 

A tracker unit consists of a two-degrees-of

freedom gimbal mount and a mirror. It is 

assumed that the two gimbal axes are 

intersecting and perpendicular, that the second 

gimbal axis lies on the mirror surface, and that 

the incident beam hits the mirror at its center. 
This is a highly idealized model. For a more 
practical model that includes gimbal 

imperfections, readers are referred to [7]. A 

simplified geometry of a sequentially-moved 

mirror is shown in Figure 2. Three Cartesian 

coordinate frames, the base frame (xb• y b• zb]. 

the first link frame ( x 1 , y 1 , z 1 } , and the mirror 

frame ( x"", y'", z'"}, are assigned as shown in 

Figure 2. The origins of the three frames are 

placed at the mirror center 0. z b is the rotation 

axis of the first joint, z 1 ... is the rotation axis of 

the second join~ and z'" is normal to the mirror 

surface. When the gimbal is at its home 

position ( 81 = ~ = 0), the x axes of the first two 

frames are coincident with the mirror surface 

normal. (xb, Yb• zb) is brought to {x"", Ym• z'"} 

by the following 4x4 homogeneous 

transformation, 

bT"" =Rot(z, 81 )Rot(x,- 900) 

Rot(z, 82 )Rot(z, 90°)Rot(x, 900) (3 .1) 
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target position 

Figure 2 Ideal Geometry of a Single-Beam Laser 

Tracker 

Thus the unit surface normal of the mirror 

represented in {xb, Yb• zb], denoted by b c = [bc.x• 

b c:y• b c)r, is obtained from the first three 

elements of the third column of bT "'' 

b c.x = cos81 cose2 

bc,y = sin81 cos~ 

b c,z = - sin82 

(3.2a) 

(3.2b) 

(3.2c) 

Denote by b i and b 
0

, respectively, the unit 

direction vectors of the incident and reflected 

beams with respect to (xb, Yb· zbl· The direction 

of the incident beam is fixed, but that of the 

reflected beam varies with the location of the 

target. If the directions of the incident beam 

and the surface normal of the mirror are known, 

the ' direction of the reflected beam can be 

computed using the following relationship, 

b 0 = -B(b c)b i 

where 

2 bc.x -1 

[ 

2 

B(bc)= 2bc.xbc,y 

2 bc~bc,z 

2 bc)Jc,y 
2 

2bcy -1 

2 bc)Jc,z 

(3.3) 

(3.4) 
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is the mirror image reflection matrix [6,7]. 

Let R be a reference target point at which 

s1 = e2 = 0. If the distance between the mirror 

center and the target is known, the location r p 

of the target at any point P is readily computed 

as follows 

r p = lb 0 = (l m + l,. )b 0 

= - (l m + / r )B(b c)b i (3.5) 

where l is the distance from the point at which 

the incident beam hits the mirror surface (that 

is, point 0 in this ideal case) to the _target 

location; 1m is the relative distance measured by 

the laser interferometer; and l r is the distance 

from the reference point to point 0. To compute 

the target location r P' the parameters I r and b: 

need to be obtained by calibration. l"', 81 , and 

82 are provided by distance and angular 

measurements of the laser tracking system, and 

b c is computed by Equation (3.2) using the 

measured 8] and s2 . Equation (3.5) is the 

mirror- gimbal model that can be used for target 

tracking. 

4. The Jacobian of the Single Beam 
Laser Tracking System 

Let q = [l, 81 , 82 ]T be the augmented joint 

variable vector of the gimbal-mirror mechanism. 

A Jacobian matrix J satisfies the following 

equation, 

( 4.1) 

where r P is the Cartesian velocity of the target, 

and 4 is the augmented joint velocity of the 

gimbal. 

Equation (3.5) can be rewritten as 
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r = - I ( 1b ( B)b ( 8)T - I)b . p C C I 
(4.2) 

where 8 = [ 81 , ~ ]T. The structure of b c< B) is 

given in Equation (3.2). Differentiating r P with 

respect to 1, 81 and 82 yields, 

. _ Cl, I"'+ ar, a.+ ar, 4. r, --- --VI -vz 
a1 09t ~ 

where 

frp =-(2bcb: -/~; 
(1 

~; =- 2/~b~ +b,~)} 

In Equation (4.4b), 

[

- sin( Bt)cos(82) l 
~ = cos(Bt)cos(fh) 

0 

[

- cos( Bt)s in( ltz) l 
~ = - sin(Bt)S i n(ltz) 

-cos(~) 

Thus, the Jacobian matrix 

(4.3) 

( 4.4a) 

j=1 , 2(4.4b) 

(4.5a) 

( 4.5b) 

(4.6) 

can readily be computed from Equations (4.4) 
and (4.5). 

5. Singularity and Tracking Ability 
Analysis 

A tracking ability measure in this paper is 
defined as the condition number of the Jacobian 

matrix, which is the ratio of its largest singular 

value over its smallest singular value. 
Whenever the condition number is small, the 

tracking ability of the laser system is good. On 
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the other hand, whenever the condition number 
is large, the tracking ability of the system is 
significantly degraded. A singularity point is 
the point at which the inverse of the Jacobian 

matrix does not exist. At such a point, an 
inimite gimbal angle velocity is required to 

track the moving object at the direction that is 

perpendicular to the reflection beam. 

One can basically devise two approaches to 

investigate the singularity issue of the laser 

tracking system: symbolical and numerical. In 

the symbolical approach, the determinant of the 
Jacobian matrix is solved using a symbolical 

reduction package. Singular points of the laser 
tracking system are defined as the roots of the 
determinant. In the numerical approach, the 

tracking ability measure is used to represent 
the degree of singularity of the system at a 

particular target (or equivalent! y the 

corresponding joint) position. 

5. 1 Symbolical Approach to Singularity 

Analysis 

For this purpose, a symbolic reduction 
software package MACSYMA is used. Rather 
than deriving the determinant of the Jacobian 
matrix, it is first triangularized. The roots of 

the three equations obtained from equating the 
three diagonal terms to zero are the roots of the 

Jacobian determinant. 

A 3-D trackable target space is defined as 

the target space consisting of all trackable 

target points. A 2-D trackable gimbal angle 

space is defined as the gimbal angle space in 

which each point produces a trackable target 
point. Since at a fixed distance. a target point 

r P can be uniquely determined from a given set 

of 81 and B;z, one only needs to investigate the 

behavior of the trackable angle space. The 

domain of the trackable angle space depends on 

the direction of the incident beam. However the 
volum~ of the trackable angle space is 

independent of the incident beam direction. 

For example, if the incident beam vector b i = 

Session 2B I Page 2:4 



[0.7071. 0. 0.7071]T. then clearly the trackable 

angle space is -90° < 81 < 9 cfJ and -45° < 82 < 

4 50. assuming that the reflecting beam cannot 

move across the plane defined by the incident 
beam and the 2nd gimbal axis (refer to Figure 

2). Now if the incident beam direction is b i = 

[0. 0. 1] T, the range of 81 does not change and 

that of ~ changes to -900 < 82 < oo. Clearly, 

the volume of the trackable angle space does not 

change. 

By a similar argument. one can also conclude 

that the relative positions of the singularity 

points from the incident beam are independent 

of the representation of the incident beam in the 

base coordinate frame. Therefore without loss of 

generality, one can assume a particular value for 

the incident beam direction. Listed in Equation 

(5.1) is the symblic result obtained with b; = 

[0.707. 0. 0. 101]T. The three equations 

correspond to zero values of each of the diagonal 

elements of the triagularized Jacobian. 

- fi.cos(9i)cos(fb.)sin(&) + ficos(£A) 2cos(82}
2 

- fi=o 
2 

(5.1a) 

2cos( 80cos 3 ( OU - O.Scos( Bt)cos( th).r i 1( ~) 

- .rin\9i)co.r4(~ +{sin\9!) + 0.5 co.r 2(&) =0 

cos( 9J.)(s in( 82) +cos( Bt)cos( 9].)) = 0 
(5.1b) 
(5.1c) 

Among Equations (5 .1 a)-(5 .1 c), only 

Equation (5.1c) can provide simple analytical 

results. 

(5.1c) is 

The solution derived from Equation 

(5.2) 

Equation (5.2) deimes a singularity curve that 

runs along the boundary of the trackable gimbal 
angle space. Figure 3 illustrates the curve 

defined by Equation (5.2). 
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Figure 3 The Singularity Curve of the Laser 

Tracking System 

5. 2 Numerical Approach to Tracking 

Ability Analysis 

If the target moves along the direction of the 

reflected beam, the angles of the gimbal do not 

change. Least effort is needed for the laser 

system to track this type of target motion. On 

the other hand, if the target moves at the 

direction that is perpendicular to the reflect 

beam, the system is most susceptible to loss of 

tracking. To explore the tracking ability of the 

system. one only needs to investigate the case 
that the target moves along a spherical surface 

centered at the mirror center. Mathematically, 

this is equivalent to fixing the length I of the 

laser beam. Figure 4 illustrates the singularity 

curve of the laser tracking system when I = 1 

and b i = [0.707, 0, 0.707]f. The curve is 

basically a blurred version of the curve shown 

in Figure 3, which is computed from Equation 

(5 .2). Figure 5 shows the condition number of 

the Jacobian on the 81-82 plane for the case of l 

= 1 and b; = [0.707, 0, 0.707]T. To improve the 

resolution of the map, condition numbers that 

exceed 100 are truncated to 100. 
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Figure 4 The Singularity Curve of the Laser 
Tracking System Obtained by 

the Numerical Approach 

Figure 5 The Tracking Ability Map of the Laser 

Tracking System 
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By studying the results of the numerical 

simulation together with those of the symbolic 
reduction, the following observations can be 

made: 

1. Equation (5 .2) represents part of the 

boundary of the trackable gimbal angle 

space. Assuming b i = [0.7071, 0, 0.7071]T, 

the trackable space is bounded by the 

following equations: 

- 9 00 < 81 < 9 00 if 0° ~ 82 < 4 so ( 5. 3 a) 

tan(82 )+cos(81 ) > 0 if -450 < e2 <00 (5.3b) 

2. There are no internal singularities inside 

the trackable gimbal angle space. That is, 

Equations (5 .1a) and (5.1b) either have no 

solution at all or no solution inside of the 

trackable domain. The trackability of the 

gimbal-mirror mechanism is generally good 

at the internal region of the trackable 

gimbal angle space. As the target moves 
closer to the boundary of the trackable 

space, the trackability of the system is 

greatly reduced. 
3. ·Although the singularity curve of the 

system is independent of I, the shape of the 

tracking ability map depends on the value of 

the laser beam length I since the condition 

number of the Jacobian depends on l. Thus, 

to improve the tracking ability of the laser 

system. l shall be scaled properly so that 

the Jacobian matrix has a better condition 

number at every target point. 
4. If the ranges of practical gimbal angles are 

limited, one can use Equation (5.3) to set up 

the system's incident beam direction so that 

the maximum ranges of the gimbal angles 

can be effectively utilized. 

6. Conclusions 

A Jacobian matrix has been derived for a 

laser tracking system based on an ideal mirror

gimbal model. A tracking ability measure, 
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defined as the condition number of the Jacobian 

matrix~ has been used to investigate the tracking 

ability of the laser tracking system. The 

boundary of the trackable gimbal angle space 

has been determined in terms of the determinant 

of the Jacobian by a symbolic approach and 
verified by numerical simulation. It has been 
shown that the tracking ability of the laser 

system is generally good inside the trackable 
space. As the target moves towards its 

boundary, the system's tracking ability is 

drastically reduced. The ranges of gimbal 

angles can be maximized using Equation (5.3). 
Further~ to improve the numerical stability, the 

length l of the laser beam shall be properly 
scaled. 

The Jacobian matrix presented in this 

article can also be used for the control of the 
laser tracking system. If a target deviation can 

be estimated from error signals of the quadrant 
detector and the geometry of the system~ proper 
gimbal angle corrections can then be computed 

using the Jacobian matrix. 

We have also constructed a Jacobian from a 
more practical kinematic model gi"fen in [7], 

following the same procedure outlined in Section 
4. This Jacobian accounts for the effect of 

mirror center offset. By numerical simulation, 

we found that the singularity curve and tracking 
ability map of the Jacobian are almost identical 
to those of the Jacobian computed from the ideal 
mirror-gimbal model. Because 
offsets are normally very 
corresponding variations of 

mirror center 
small, the 

the Jacobian 
elements are also small, compared to their 

nominal values. Consequently, the variation of 

the condition number computed from these 

elements is small. In conclusion, the remarks 

made in this paper are applicable to more 
general cases that include mirror-gimbal 
imperfections. 
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Abstract 

A computer program for symbolic formulation and 
simplification of manipulator Jacobian is presented. The 
program, based on screw theory, is developed using 
Mathematica. a popular PC-based symbolic manipulation 
tool. It is applicable to any serial chain robot 
manipulator with six d.o.f. in its present form. and can be 
easily extended to robots with more than 6 joints. The 
program requires the robot D-H parameters, reference 
frame in which Jacobian is to be formulated, and joint 
type as inputs, and automatically generates the Jacobian, 
its inverse as well as its determinant as the output 
symbolically. The program can serve as an effective 
time-saving tool for both teaching and research. 

1. Introduction 

The Jacobian matrix is the coefficient matrix which 
relates the joint rates to the velocity of the the end
effector. The inverse of the Jacobian matrix is used often 
in real-time control. and is generally acknowledged as 
presenting difficulties because of the numerical process 
involved to inverse, generally, a 6 by 6 matrix. There 
have been papers dealing with the analytic solution of the 
inverse problem, for example, in [1] and [2]. It is shown 
in [2] that the Jacobian and its inverse can be referred to 
any coordinate frame, some coordinate frames yielding 
relatively simple Jacobians than the others for industrial 
robot-type geometries. The simplification of the Jacobian 
matrix leads to enhanced computational efficiency and 
makes analytical inversion feasible. 

Another way to utilize Jacobian matrix is that the 
determinant of the Jacobian becomes zero at geometrically 
singular points. It is possible to find singularity 
positions by equating an analytical formulation of the 
determinant to zero. 

Because of the widespread use of the Jacobian matrix. 
it will be a good ideal to have a tool to formulate 
Jacobian matrix and handle all the transformation 
calculations. In [6], a PASCAL program was written to 
generate the symbolic Jacobian matrix. Tables were also 
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made available for the complete symbolic expressions for 
the midframe Jacobian of an arbitrary 6 d.o.f. 
manipulator. The consideration at that time was that 
computer programs to handle symbolic equations were not 
easily accessible to most of the people. Now. the 
symbolic manipulation program is popular and reasonably 
inexpensive. Mathematica. with its ability to deal with 
svmbolic formulae, is one of the most sophisticated 
symbolic manipulation programs available. The main 
objective of this paper is to present a software tool, 
developed using Mathematica, to symbolically do these 
transformation calculations. 

2. Formulation of the Jacobian 

The velocity state of end-effector of a serial 
manipulator can be expressed by means of the angular 
velocity of the end-effector and the velocity of reference 
point fixed in the hand reference frame. The Jacobian 
matrix can be formulated by differentiating displacement 
relationship between joint angles and end-effector 
displacement. Yet the best way to formulate Jacobian 
matrix is by using screw theory. Screw system theory is 
discussed in detail in [3], and the formulation of the 
Jacobian matrix is explained in detail in [1]. 

If vector Jl is defined as the velocity of the point in 
the end-effector which is instantaneously coincident with 
the origin of the fixed frame. and co is the angular 
velocity of the end-effector. then a Jacobian matrix can be 
written in the form: 

[:J=JB (1) 

where 

J =[ ~:] 
\ =pixui 

arrl 
j: 6x6 Jacobian matrix 

e: 6x 1 vector of joint rates. 
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u·· I. 3xl unit vector in the direction of the axis 
of joint i. 

3xl position vector of axis i relative to the 
fixed frame. 

Note that the Jacobian above only applies to robots with 
all revolute joints. For a robot containing prismatic 
joints9 the following modification is necessary. That is. 
if joint k is a prismatic joint, then column k assumes the 

form ( 0, Uk] and Bi is replaced by di in the S vector. 

It is explained in detail in [2] that each column of the 
Jacobian matrix in Eq (1) is9 in fac~ a screw. Although 
the formulation of Eq (1) is quite simple. yet we have to 
translate all the columns (i.e., the screws) of the Jacobian 
to the same coordinate frame before we do any calculation. 
In addition. as shown in [1], by choosing suitable 
coordinate frame to formulate Jacobian matrix. it can be 
simplified dramatically. 

The coordinate transformation relationship can be 
simply expressed by using the rotation matrix. If the 
transformation is intended to be performed from frame i to 
frame j, then (refer to [6]): 

where 

ju=-iR.i u 
I 

(2) 

(3) 

rij= the 3xl vector from the origin of frame i 
to the origin of frame j. 

iR_: the 3x3 rotation matrix. from frame i to 
framej. 

3. Description of the Program 

The effectiveness of this transformation can be best 
illustrated by the following example. A program using 
Mathematica has been written for this purpose. The 
Mathematica program written here is a general program 
dealing with serial type robot with 6 (or less) screw 
joints. The user has to do is to provide : 

1. the robot D-H parameters 
2. the reference frame desired to formulate the 

Jacobian. 
3. the unit screws specifying the joint type of all the 

axis of the manipulator: namely, { {0,0.1 },{0.0.0}} 
for a revolute joint .. and { { 0,0,0}, { 0.0.1 } } for a 
prismatic joint. 

Then the program will output the following in symbolic 
form: 
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1. the Jacobian matrix based on the chosen coordinate 
frame. 

2. the determinant of the Jacobian. 
3. the inverse of the Jacobian. 

The flow chart of the program is shown in Appendix A, 
and the program is listed in Appendix B. It is remarked 
that the attached program can be directly poned to any 
machine running Mathematica without modification. 

4. Example 

The following example demonstrates the use of the 
symbolic program with the Stanford Arm. The D-H 
parameters of the Stanford robot ann are listed below 
(adopted from [5], pp.38): 

i Stanford robot arm link coordinate parameters 

I Joint i 8; I I di 
i 

I ! cr: a; I 
I 

I 

I 8, = -90 I -90 I 0 : d , 
I 

I 

2 82 = -90 I 90 I 0 I d2 i 
3 -90 0 I 0 I d! I 

. 4 84 = 0 -90 I 0 ! 0 

s 85 = 0 90 i 0 I 0 I 

6 86 = 0 0 I 0 I t:4 

Table 1 : D-H Parameters of Stanford Arm 

Since axes 4, 5. and 6 of the arm all pass· through the 
same point. i.e., the origin of frame 3 (refer to (5] pp.38). 
frame 3 is chosen as the reference frame to formulate the 
Jacobian matrix. Using the program we developed. upon 
providing the necessary input described above. the 
program automatically outputs the robot Jacobian as 
follows. 

Jacobian: 

{0. -1. 0. 0, -Sin[th4], Cos[th4] Sin[th5]}, 

{ -Sin[th2], 0. 0. 0, Cos[th4], Sin[th4] Sin[th5]}, 

{Cos[th2], 0, 0, 1, 0, Cos[th5]}. 

{ -( d3 Sin[th2]), 0, 0. 0, 0, 0}, 

{ -(d2 Cos[th2]), d3, 0, 0. 0. 0}. 

{ -(d2 Sin[th2]), 0. 1. 0. 0, 0} 

The above expression. listed in sequential order of 
row. is one of the matrix expression used in Mathematica. 
There are two levels of parentheses. The outer parenthesis 
represents the whole 6x6 matrix. and each corresponding 
pair of the inner parentheses represents the row vector 
(lx6) of the Jacobian matrix. 
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The detenninant and inverse of the Jacobian (based on 
frame 3) generated by the program are also listed below: 

Determinant of Jacobian: 

-(d32 Sin[th2] Sin[th5) 

Inverse of Jacobian: 
{ 

} 

{0. 0, 0, -(l/(d3 Sin[th2])), 0. 0}. 

{0, 0, 0, -(d2 Cos[th2])/(d32 Sin[th2])), (l/d3}, 0}. 

{0, 0, o. -(d2/d3 ). 0, 1 }, 

{ -((Cos[th4] Cos[th5])/Sin[th5]). -((Cos[th5] Sin[th4]) 
/Sin[th5]). 1. -((-(d2 Cos[th2] Cos[th4] Cos[th5])- d3 
Cos[th5] Sin[th2] Sin[th4] - d3 Cos[th2] Sin[th5]) 
(d32 Sin[th2] Sin[th5])). -((Cos[th4] Cos[th5])/(d3 
Sin[th5])), 0}, 

{ -Sin[th4], Cos[th4], 0. -((d3 Cos[th4] Sin[th2] 
Sin[th5] - d2 Cos[th2] Sin[th4] Sin[th5])/(d32 Sin[th2] 
Sin[th5]), -Sin[th4]/d3, 0} 

{ Cos[th4]/Sin[th5], Sin[th4]/Sin[th5], 0, 
(d2Cos[th2]Cos[th4]+d3Sin(th2]Sin[th4])/(d32 Sin[th2] 
Sin[th5]). Cos[th4]/( d3 Sin[th5]),0} 

Note that if. instead of frame 3. frame 0 is chosen to 
formulate the Jacobian, the result is much more 
complicated. We have included such a result in Appendix 
C for comparison. It can be seen that an apparent 
advantage of the program is that it enables the user to 
identify the reference frame which results in the simplest 
form of Jacobian simply by 'trying· various frames - a 
task typically requiring geometric insight if such a 
program is not available. 

5. Discussion 

The Jacobian formulation part has been discussed in 
many papers. So the discussion here will concentrate on 
the problems we encountered when using Mathematica. 
There are two constraints which should be carefully 
managed when using Mathematica (or. may we say. any 
other symbolic manipulation program): memory and time 
(refer to [4] and [8]). 

Memory space. when using Mathematica, can 
represent an insuperable barrier in a calculation. If the 
expression that would generate in a particular calculation 
is larger than the memory we have available. then we will 
simply never be able to do that computation on the 
computer system we are using. There are various ways 
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that can be used to save memory in a Mathematica 
session. The first is to remove values that are no longer 
in use by using Remove[] function (refer to [4] for 
details). The second way to save memory in storing 
expression is to use the function Share[] (refer to [4]). 
What Share[] does is to make sure all expressions that are 
identical are actually stored in the same place of computer 
memory. The third way, we can simplify expression by 
defming some transformation patterns ourselves. Jn the 
above example, some basic trigonometric relations are 
good enough, it can si~plify the expression dramatically. 

Time is usually not a very critical limitation in the 
computations. But if we did not defme the transformation 
patterns carefully enough (e.g .• a regressive rule exists in 
the program). Mathematica may never come up with a 
result Carefully selecting the transfonnation patterns and 
simplifying expressions in appropriate places are two 
crucial keys in saving time. 

6. Conclusion 

We have presented a general program for symbolic 
formulation and simplification of manipulator Jacobian 
using a popular PC-based symbolic manipulation tool. 
Mathematica. The program presented here. which is very 
easy to use. can serve as an effective time-saving tool for 
both teaching and research. It has been demonstrated that 
for a typical industrial robot with either parallel or 
intersecting nonnal axes, the inversion of Jacobian matrix 
can be obtained symbolically within ten minutes (running 
on a Macintosh m. While the idea that Jacobian can be 
simplified dramatically by choosing an appropriate 
coordinate frame is well known. it is our understanding 
that there has been only a few symbolic (as opposed to 
numeric) implementation of such an algorithm. 
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Appendix A: 

Program Flow Chart 

User Input: 
D-H parameters; 
The types of six joints; 
Desired reference frame. 

Calculate the rotation matrix 
and translation vector 

Apply screw theory and translate 
all screws to the desired 
coordinate frame. 

Formulate the Jacobian Output 

( Find the determinant .,__ ...... ~ Output 

+ 
Output 

( End 

Appendix 8: 

(******** This is a Mathematica Program *********) 
(* A Symbolic Approach to Fonnulate *) 
(* and Simplify Jacobian Matrix *) 
(* by Using *) 
(* Mathematica and Screw Theory *) 

(*--User Input- *) 
(*- D-H parameters ---------*) 
theta={ thl,th29-Pi/29th4,th5,th6} 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April 19-20, 1993 

afa={ -Pi/2.Pi/2.0,-Pi/2Yi/2.0} 
ann= { 0,0,0.0.0.0} 
dist={ d1,d2.d3.0.0,d6} 
(*---- Desired reference frame ---------*) 
reframe=3 
(*----Types of joint---------*) 
$01={ {0,0,1 },{0,0,0}} 
$12={ {0,0,1 },{0,0,0}} 
$23={ {0,0,0},{0,0,1}} 
$34={ {0,0,1},{0,0,0}} 
$45={ {0,0,1 },{0,0,0}} 
$56={ {0,0,1 },{0,0,0}} 

(*---- Transformation Pattern ------*) 
TrigRules = { 

Sin[x.J"2+Cos[x.J"2 :> 1. 
Sin[x.J Cos[y.J + Sin[y_] Cos[x_j :> Sin[x+y], 
Sin[x.J Cos[y.J- Sin[y_] Cos[x_j :> Sin[x-y], 
Cos[x.J Cos[y.J + Sin[y_] Sin[x_j :> Cos[x-y], 
Cos[x.J Cos[y_j- Sin[x_] Sin[y_] :> Cos[x+y], 

z_ Sin[x.J Cos[y.J + z_ Sin[y_j Cos(x_] :> z Sin[x+y], 
z_ Sin[x.J Cos[y _j - z_ Sin[y _j Cos[x_j :> z Sin[x-

y], 

y], 
z_ Cos[x.J Cos[y _j + z_ Sin[y .J Sin[x_j :> z Cos[x-

z_ Cos[x.J Cos[y _j - z_ Sin[x.J Sin[y _] :> z 
Cos[x+y], 

z_ Sin[x.J"2 + z_ Cos[x_]A2 :> z 
} 
ShareD 

(*----Form rotation matrix & translation vectors---*) 
am=Table[0,{6} ,{4 },{ 4}] 
rm=Table[O, { 6}, { 3}, { 3}] 
rotmtx=Table[0,{7} ,{3} ,{3}] 
r=Table[0,{7} ,{ 3 }, { 3}] 

n$1=Table[0,{2 },{ 3}] 
n$2=Table[0,{2 },{ 3}] 
n$3=Table[O, { 2}, { 3}] 
n$4=Table[0,{2 },{ 3}] 
n$5= Table[O, { 2}, { 3}] 
n$6=Table[0,{2 },{3}] 

For [i= I .i<=6.i++, 
am[[i, 1,1 ]]=Cos[theta[(i]]]; 
am[[i,l,2]]=-Sin[theta[[i]]]*Cos(afa[[i]]]; 
am[[i, 1,3]]=Sin( theta([i]]] *Sin[afa[[i]]]; 
am[[i,1,4]]=ann[[i]]*Cos[theta[[i]]]; 
am([i,2,1 ]]=Sin[theta[[i]]]; 
am [[i,2,2]]=Cos[theta[[i]]] *Cos(afa[ [i]]]; 
am[[i,2,3]]=-Cos[theta[[i]]]* S in[afa[[i]]]; 
am[[i,2,4 ]]=arm([i]]*Sin[ theta([i]]]; 
am[[i,3, 1 ]]=0: 
am[[i,3,2]]=Sin[afa[[i]]]; 
am[[i,3 ,3 ]]=Cos[afa[[i]]]; 
am[[i,3.4 ]]=dist[[i]]; 
am [[ i,4, 1]] =0: 
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am[[i.42]]=0; 
am[[i,4.3 ]]=0; 
am[[i.4.4 ]]=1: 
rm[[i,1,l]]=Cos[theta[[i]]]; 
rm [[i, 12]]=-Sin[theta{(i]]]*Cos[afa[[i]]]; 
rm[[i,lj]]=Sin[theta{[i]]]*Sin[afa[[i]]]; 
rm[[i,2,1]]=Sin[theta{[i]]]; 
rm[[i,2,2]]=Cos[theta{[i]]]*Cos[afa[[i]]]; 
rm([i,2.3]]=-Cos(theta{[i]]]*Sin[afa[[i]]]; 
rm[[i,3,1]]=0; 
rm([i.32]]=Sin[afa[[i)]]; 
rm[[i,3.3]]=Cos[afa([i]]]] 

(*---------- Begin to calculate rotmtxOl. .......... -*) 
(*-----Rotation matrix on new frame------*) 
temp3=IdentityMatrix[3] 
For[i= 1,i<=reframej++, 

temp3=temp3 . rm[[i]] //. TrigRules; 
rotmtx[[l]]=Transpose[temp3] ] 
Remove[i] 

temp3=IdentityMatrix[3) 
For(i=2.i<=reframe,i++. 

temp3=temp3 . rm[[i]] //. TrigRules; 
rotmtx[[2])=Transpose[temp3] ] 
Remove[i] 

temp3=IdentityMatrix[3] 
For[i=3.i<=reframej++, 

temp3=temp3 . rm[[i]] //. TrigRules; 
rotmtx([3]]=Transpose[temp3] ] 
Remove(i] 

temp3=1dentityMatrix[3) 
For[i=4,i<=reframe.i++. 

temp3=temp3 . rm([i]J //. TrigRules; 
rotmtx[[4]]=Transpose[temp3] ] 
Remove[i] 

temp3=IdentityMatrix[3] 
For[i=5 .i<=reframej++, 

temp3=temp3 . rm[[i]] //. TrigRules: 
rotmtx[[5]]=Transpose[temp3)] 
Remove[i] 

temp3=1dentityMatrix[3] 
For(i=6,i <=reframej++, 

temp3=temp3 . rm[[i]] //. TrigRules; 
rotmtx[[6]]=Transpose[temp3] ] 
Remove[i] 

temp3=1dentityMatrix[3] 
For[i=reframe+ 1 ,i <= 1 ,i ++, 

temp3=temp3 . rm([i]] //.TrigRules: 
rotrntx[[2]]=temp3 ] 
Remove[i] 

temp3=1dentityMatrix[3] 
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For[i=reframe+ 1 ,i<=2 ,i++, 
temp3=temp3 . rm([i]] //.TrigRules: 
rotmtx[[3]]=temp3] 
Remove[i] 

temp3=Identity Matrix[3] 
For[i=reframe+ 1 .i<=3 ,i++, 

temp3=temp3 . rm[[i]] //.TrigRules: 
rotmtx[[4]]=temp3 ] 
Remove[i] 

temp3=IdentityMatrix[3] 
For[i=reframe+l,i<=4 ,i++, 

temp3=temp3 . rm([i]] //.TrigRules: 
rotmtx[[5]]=temp3 ] 
Remove[i] 

· temp3=IdentityMatrix(3] 
For[i=reframe+ 1 ,i<=5 .i++, 

temp3=temp3 . rm([i]] //.TrigRules; 
rotmtx[[6]]=temp3 ] 
Remove[i] 

temp3=Identity Matrix[3] 
For[i=reframe+ l,i<=6 ,i++, 

temp3=temp3 . rm[[i]] //.TrigRules: 
rotmtx[(7]]=temp3 ] 
Remove[i] 

rotmtx[[reframe+ 1 ]]=Identity Matrix[3] 
Remove[temp3] 

(*-------Begin to calculate rOl. ...... ---------*) 
(*---Translation vectors on new frame----*) 
temp4=Identity Matrix[ 4] 
For[i= l ,i<=reframe.i++. 

temp4=temp4.am[[i]] ] 
Remove[i] 

Ifi 1 <=reframe. 
temp=Inverse[temp4] //.TrigRules: 
r[[1,1,1]]=0; 
r[[ 1 ,1,2]]=-temp[[3,4]]; 
r[[l,1 ,3]]=temp[[2.4 ]]; 
r[[1,2,1]]=temp([3.4]]; 
r([ 1 ,2,2]]=0: 
r[[1,2,3]]=-temp[(1,4]]; 
r[[ 1 ,3, 1 ]]=-temp[[2,4]]; 
r[[ 1,3 ,2]]=temp[[ 1.4]]; 
r[[1,3,3]]=0, 
bypass I] 

temp4=Identity Matrix[ 4] 
For[i=2,i<=reframe,i++, 

temp4=temp4.am[[i]]] 
Remove[i] 

Ifi2<=reframe, 
temp=Inverse[temp4] //.TrigRules: 
r[[2,1,1]]=0: 
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r[[2,1.2]]=-temp[[3.4 ]] ; 
r[[2,1 J]]=temp[[2.4]]; 
r[[2,2,1]]=temp[[3,4 ]] ; 
r[[2,2.2]]=0; 
r[[2.2J]]=-temp[[ 1,4]]; 
r[[2J, 1] ]=-temp[[2,4]]; 
r[[2,3 ,2]]=temp[[ 1,4]]; 
r[[2,3J]]=O, 
bypass2] 

temp4=IdentityMatrix[ 4] 
For[i=3j<=reframej++. 

temp4=temp4.am[[i]] ] 
Remove[i] 

If13<=reframe. 
temp=Inverse[temp4] //.TrigRules; 
r[[3.1,1]]=0; 
r[[3.1.2]]=-temp[[3.4 ]]; 
r[[3,1J]]=temp[[2.4]]; 
r[£3,2,1 ]]=temp[[3,4 ]]; 
r[[3.2.2]]=0: 
r[[3.2J]]=-temp[[1,4]]; 
r[[3J,l]]=-temp[[2,4]]; 
r[[3,3.2]]=temp[[1,4]]; 
r[[3,3,3]]=0. 
bypass3] 

temp4=IdentityMatrix[4] 
For[i=4j<=reframej++, 

temp4=temp4.am[[i]] ] 
Remove[i] 

If14<=reframe. 
temp=Inverse[temp4] //.TrigRules: 
r£[4,1,1]]=0; 
r[(4,1.2]]=-temp[[3,4]]; 
r[[4,1,3]]=temp[[2,4]]; 
r[[4,2,1]]=temp[[3,4]]; 
r[[4,2.2]]=0: 
r[[4,2,3]]=-temp[[1,4 ]]; 
r[[ 4,3,1 ]]=-temp[[2,4]]; 
r[[ 4,3,2]]=temp[[ 1,4]]; 
r[[4,3J]]=0, 
bypass4] 

temp4=IdentityMatrix[ 4] 
For[i=5 j <=reframej++. 

temp4=temp4.am[[i]] ] 
Remove[i] 

Itl5<=reframe. 
temp=Inverse(temp4] //.TrigRules: 
r[[5.1.1]]=0: 
r[[5,1.2]]=-temp[[3,4]]; 
r[[5, 1.3]]=temp[[2,4]]; 
r[[5,2,1]]=temp[[3,4]]; 
r[£5,2.2]]=0: 
r[[5.2.3]]=-temp[[l ,4 ]] ; 
r[[5,3,1]]=-temp[[2,4]]; 
r[[5,3 .2]]=temp[[ 1,4]]; 
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r[[5J.3]]=0, 
bypass5] 

temp4=Identity Matrix[ 4] 
For[i=6,i<=reframe,i++, 

temp4=temp4.am[[i]] ] 
Remove[i] 

Ifi6<=reframe, 
temp=Inverse[temp4] //.TrigRules: 
r[(6.},1]]=0; 
r[[6,1,2]]=-temp[[3,4]]; 
r[[6,1,3]]=temp[[2,4]]; 
r[[6,2.l]]=temp[[3,4]]; 
r[£6,2,2]]=0; 
r[(6,2,3]]=-temp[[l,4]]; 
r[[6,3,1]]=-temp([2,4]]; 
r[[6,3,2]]=temp[[1,4]]; 
r[[6,3,3]]=0, 
bypass6] 

temp4=IdentityMatrix[4] 
For[i=reframe+ 1 j<= 1 ,i++, 

temp4=temp4.am[[i]] 1 
Remove[i] 

Ifl(reframe+ 1 )<= l, 
temp=temp4 I/. TrigRules: 
r[[2,1.1]]=0; 
r[[2, 1 ,2]]=-temp(£3 ,4]]; 
r[[2,1.3]]=temp[[2,4]]; 
r[[2,2,1 ]]=temp[[3 ,4]]; 
r£(2,2.2]]=0; 
r£(2,2,3]]=-temp[[ l ,4]]; 
r[[2,3,1]]=-temp[[2,4]]; 
r[[2,3,2]]=temp[[ 1,4 ]] ; 
r[[2,3,3]]=0, 
bypass7] 

temp4=IdentityMatrix[4] 
For[i=reframe+ l,i<=2.i++. 

temp4=temp4.am[(i]] ] 
Remove[i] 

Ifl(reframe+ l )<=2, 
temp=temp4 //.TrigRules; 
r£(3,1.1]]=0; 
r[[3,1,2]]=-temp[[3,4]]; 
r[[3,1J]]=temp[[2,4]]; 
r[[3,2,l]]=temp[[3,4]]; 
r[[3,2.2)]=0; 
r[[3,2,3]]=-temp([l,4]]; 
r[[3J.l]]=-temp[[2,4]]; 
r[[3,3.2]]=temp[[ l ,4 ]]; 
r[[3,3.3]]=0, 
bypass8] 

temp4=IdentityMatrix[4] 
For[ i=reframe+ 1 ,i <=3 ,i++. 

temp4=temp4.am[[i]] ] 
Remove[i] 
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Itl(reframe+ 1)<=3. 
temp=temp4 //.TrigRules; 
r[[4,1,1]]=0; 
r[[4,1.2]]=-temp[[3,4]]; 
r[[4,1,3]]=temp[[2,4]]; 
r[( 4,2.1 ]]=temp[[3 ,4]]; 
r[[ 4 ,2.2]]=0; 
r[[4.2,3]]=-temp[[l,4]]; 
r[[4,3,1]]=-temp[[2,4]]; 
r[[4,3.2]]=temp[[l,4]]; 
r[[4,3,3]]=0, 
bypass9] 

temp4=1dentityMatrix[ 4] 
For[i=reframe+ 1,i<=4,i++, 

temp4=temp4.am[[i]] ] 
Remove[i] 

Itl (reframe+ 1 )<=4, 
temp=temp4 //. TrigRules; 
r[[5,1,1]]=0; 
r[[5,1.2]]=-temp[[3,4]]; 
r[[5, 1 ,3]]=temp[[2,4]]; 
r[[5,2,1]]=temp[[3,4]]; 
r[[5 ,2.2]]=0; 
r[[5.2,3]]=-temp[[1,4]]; 
r[[5 ,3, 1 ]]=-temp[[2,4]]; 
r[[5,3.2]]=temp[[ 1,4 ]]; 
r[[5,3,3]]=0, 
bypasslO] 

temp4=1dentityMatrix[4] 
For[i=reframe+ 1 .i<=5,i++, 

temp4=temp4.am[[i]] ] 
Remove[i] 

Itl(reframe+ 1)<=5, 
temp=temp4 //.TrigRules; 
r[[6,1,1]]=0; 
r[[6,1.2]]=-temp[[3,4]]; 
r[[6,1,3]]=temp[[2,4]]; 
r[[6,2,.1 ]]=temp[[3,4]]; 
r[[6,2.2]]=0; 
r[[6.2,3]]=-temp[[1,4]]; 
r[(6,3,1 ]]=-temp[[2,4 ]]; 
r[( 6,.3 2]]=temp[[ 1,4]]; 
r[[6,3,3]]=0, 
bypassll] 

temp4=IdentityMatrix[4] 
For[i=reframe+ 1 .i<=6.i++, 

temp4=temp4.am[[i]] ] 
Remove[i] 

Itl(reframe+ 1)<=6, 
temp=temp4 //.TrigRules; 
r[[7,1,1]]=0; 
r[[7 ,12]]=-temp[[3,4]]; 
r[(7,1,3]]=temp[[2,4]]; 
r[[7 ,2,1]]=temp[[3,4]]; 
r[[7 ,22]]=0; 
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r[[7 ,2,3]]=-temp([l ,4]]; 
r[[7 ,3, l]]=-temp([2,4 ]] ; 
r[[7 .3 ,2]]=temp([ 1 ,4]]; 
r[[7 ,3,3]]=0, 
bypass12] 

r[[reframe+ 1 ]]= Table[O, { 3}, { 3}] 
Remove[temp,temp4] 

(*--- Begin to calculate new screws -----*) 
n$l[[l]]=rotmtx[[l]].$01[(1]] II.TrigRules 
n$1[[2]]=rotmtx[[l]].$01[[2]]+r[[l]].rotmtx([l]].$01[[1]] 
/I.TrigRules 

n$2[(1]]=rotmtx[[2]].$12[(1]] II.TrigRu1es 
n$2[(2]]=rotmtx[[2]].$12[[2]]+r([2]].rotmtx[[2]].$12[[1]] 
/I.TrigRules 

n$3[[1]]=rotmtx([3]].$23[[1]] II.TrigRules 
n$3[[2]]=rotmtx([3]].$23[[2]]+r([3]].rotmtx[[3]].$23[[1]] 
//.TrigRules 

n$4[(1]]=rotmtx([4 )].$34[[ 1]] II.TrigRules 
n$4[[2]]=rotmtx[(4]].$34[[2]]+r[[4]].rotmtx[[4]].$34[[1]] 
I 1. TrigRules 

n$5[(1]]=rotmtx[[5]].$45[[1]] II.TrigRules 
n$5[(2]]=rotmtx[[5]] .$45 [[2]]+r[[5]] .rotmtx[[5]] .$45 [[ 1 ]] 
II.TrigRules 

n$6[[ 1 ]]=rotmtx[[ 6]] .$56[[1]] I 1. TrigRules 
n$6[[2]]=rotmtx[[6]].$56[[2]]+r([6]].rotmtx[[6]].$56[[1]] 
/I.TrigRules 

n$l=Simplify[n$1] /I.TrigRules 

n$1=Flatten[n$1] 
n$2=Flatten[n$2) 
n$3=Flatten[n$3] 
n$4=Flatten[n$4] 
n$5=Flatten[n$5] 
n$6=Flatten[n$6] 

(*-----Output Jacobian matrix -----------*) 
(*-------On new frame -----------*) 
jacobian= Transpose( { n$1.n$2.n$3,n$4,n$5 ,n$6}] 
Print[" Jacobian:"] 
PrintUacobian] 

(*-----Calculate determinant------------*) 
Print["Determinant of Jacobian:"] 
Print[DetUacobian] //.TrigRules] 

(*-----Calculate inverse Jacobian -----*) 
Print["Inverse of Jacobian:"] 
Print[InverseUacobian] 1/.TrigRules] 
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Appendix C 

Jacobian (if frame 0 is chosen in example): 

{ {0, -Sin[thl], 0, Cos[thl] Sin[th2], 

Cos[thl] Cos[th2] Cos[th4] - Sin[thl] Sin[th4], 

Cos[thl] Cos[th5] Sin[th2] + 

(Cos[th4] Sin[thl] + Cos[thl] Cos[th2] Sin[th4]) 
Sin[th5]}, 

{ 0, Cos[thl], 0, Sin[thl] Sin[th2], 

Cos[th2] Cos[th4] Sin[thl] + Cos[thl] Sin[th4], 

Cos[th5] Sin[thl] Sin[th2] + 

( -(Cos[thl] Cos[th4]) + Cos[th2] Sin[thl] Sin[th4]) 
Sin[th5]}, 

{ 1, 0, 0, Cos[th2], -(Cos[th4] Sin[th2]), 

Cos[th2] Cos[th5] - Sin[th2] Sin[th4] Sin[th5]}, 

{ 0, -(dl Cos[thl]), Cos[thl] Sin[th2], 

Cos[th2] (d2 Cos[thl] + d3 Sin[thl] Sin[th2]) -

(dl + d3 Cos[th2]) Sin[thl] Sin[th2], 

-((dl + d3 Cos[th2]) 

(Cos[th2] Cos[th4] Sin[thl] + Cos[thl] Sin[th4])) -

Cos[th4] (d2 Cos[thl] + d3 Sin[thl] Sin[th2]) Sin[th2], 

(d2 Cos[thl] + d3 Sin[thl] Sin[th2]) 

(Cos[th2] Cos[th5] - Sin[th2] Sin[th4] Sin[th5]) -

(dl + d3 Cos[th2]) (Cos[th5] Sin[thl] Sin[th2] + 

(-(Cos[thl] Cos[th4]) + Cos[th2] Sin[thl] Sin[th4]) 

Sin[th5])}, 

{ 0, -(dl Sin[thl]), Sin[thl] Sin[th2], 

-(Cos[th2] ( -(d2 Sin[thl]) + ·<13 Cos[thl] Sin[th2])) + 

Cos[thl] (dl + d3 Cos[th2]) Sin[th2], 

(dl + d3 Cos[th2]) (Cos[thl] Cos[th2] Cos[th4]
Sin[thl] Sin[th4]) +\ 
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Cos[th4] (-(d2 Sin[thl]) + d3 Cos[thl] Sin[th2]) 
Sin[th2], 

-((Cos[th2] Cos(th5] - Sin[th2] Sin[th4] Sin[th5]) 

(-(d2 Sin[thl]) + d3 Cos[thl] Sin[th2])) + 

(dl + d3 Cos[th2]) (Cos[thl] Cos[th5] Sin[th2] + 

(Cos[th4] Sin[thl] + Cos[thl] Cos[th2] Sin[th4]) 
Sin[th5])}, 

{ 0, 0, Cos[th2], -(Cos[thl] (d2 Cos[thl] + d3 Sin[thl] 
Sin[th2]) 

Sin[th2]) + (-(d2 Sin[thl]) + d3 Cos[thl] Sin[th2]) 

Sin[thl] Sin[th2], -((d2 Cos[thl] + d3 Sin[thl] 
Sin[th2]) 

(Cos[thl] Cos[th2] Cos[th4]- Sin[thl] Sin[th4])) + 

(-(d2 Sin[thl]) + d3 Cos[thl] Sin[th2]) 

(Cos[th2] Cos[th4] Sin[thl] + Cos[thl] Sin[th4]), 

-((d2 Cos[thl] + d3 Sin[thl] Sin[th2]) 

(Cos[thl] Cos[th5] Sin(th2] + 

(Cos[th4] Sin[thl] + Cos[thl] Cos[th2] Sin[th4]) 

Sin[th5])) + 

(-(d2 Sin[thl]) + d3 Cos[thl] Sin[th2]) 

(Cos[th5] Sin[thl] Sin[th2] + 

(-(Cos[thl] Cos[th4]) + Cos[th2] Sin[thl] Sin[th4]) 

Sin[th5])} } 
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Spatial Coordinate Measurement Using One Theodolite 

Yan Jiahua and Oren Masory 

Robotic Center 
Florida Atlantic University 

Boca Raton~ FL 3343 I 

Abstract 

This paper describes two procedures by 
which the position of point in three dimensional 
space ~:1n be measured using only one 
theodolite. The procedures are based on two set 
of measurements taken from two arbitrary 
locations. The required hardware needed for 
the implementation of these methods are two 
standard measuring tapes installed vertically at 
two arbitrary locations or :1 standard bar 
mounted horizontally. Experimental results 
indicate that the position a point can be 
measured with accuracy better than 0.005 inch. 

I. INTRODUCTION 

Current industrial robots ehibit high 
positiOning repeatability but poor positioning 
accuracy. While poor accuracy does not present 
:1 problem in applic~ltions where task geometry 
is being taught on-line by an operator~ it is 
critical for applications programmed off -line. 

To overcome this problem~ a procedure called 
Robot Calibration has been proposed as a 
solution ( 1 ]. Essential step in this procedure is 
to obtain accurate measurements of the 
manipulator pose. 

Many different measurement schemes have 
been proposed, which include: vision systems 
(2], Coordinate Measureng Machines (3], Laser 
interferometer and laser tracking [ 4 J, and 
accurate fixtures [I]. 

The use of theodolite is widley used for 
spatial position measurement [5~6]. This paper 
describes the principle of two measurement 
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procedures, by which the spatial position of a 
point can be determined~ using a single 
theodolite. The procedures are simple, and 
requires low cost supplementary hardware of 
one standard bar or two commercial measuring 
tapes. 

2. USING VERTICAL SCALES l\IETHOD 

2.1 The J\1easurement Principle 

Figure 1 illustrates the measurement setup: 
two standard scales S 1 and S2 have been hung 
vertically in arbitrary locations within the field 
of view of the theodolite. The theodolite is 
positioned at T 1 and is leveled using its internal 
spirit level sensor defining horizontal plan ;r 1. 

The scales S 1 and S2 intersect :-r1 plan at points 

A and B respectfully and thus T 1 A ts 

perpendicular to S 1 and T 1 B to S~. Then the 
theodolite is moved to a second location T'., ... ~ ~ 

and is leveled again defining horizontal plan :-r2. 

The plan it2 is parallel to 1t 1 and the distance 

between them, 8h~ can be read directly from 

the scales. The scales intersect :-r2 plan at the 
points A' and B', and thus T 2A' is 
perpendicular to S 1 and T 2 B' to S2 . The 
points T' 1 and T 2 are the projections of T 1 
and T'2 on :-r2 and :-c 1 respectfully. 

The distance between the two location of 

the theodolite projected on :-r1~ T1T2~ 1s 

required for the computation procedure 
described later. \Vith the theodolite in location 
T 1, an arbitrary point. A", on scale S 1 is 
selected. The distance T 1 A can be obtained by: 
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s, s, 

' -' 
T~--------------------------------~ 

I 

Figure 1: .\1easurement setup. 

f.-\= .-\.A._' ' 
ran ct . 

(! ) 

\vhere .AA" is measured from the scale S 1 and 

e! is read from the theodolite. Similarly the 
distance T 1 B can be found by selecting an 
arbitrary point, B", on scale S2 : 

BB" 
tane~ 

This procedure 
:.-i eiding: 

_-\A ' 

tane ~ 

fB'- BB ' 
- tan e! 

(2) 

rs repeated at location T'; 

(3) 

(4) 

)!ore that the distances AA", AA', BB" and 
BB' are measured from the scales and the angles 

81, S2. -3 3 and 84 are measured by the 
theodolite. From the triangle T 1 AB one can 
obtain: 

(5) 
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where the angle a is measured by the theodolite. 
From the triangle T 1 AB one also can o brain: 

--z -- ---
L T.AB =cos-1 (~A +AB~ -J;B~) 

1 21iA · AB (6) 

Since the plans n2 and :-r 1 are parallel to 
each other and the scales S 1 and S2 are 
perpendicular to these plans, the following 
holds: T2A=T'2A', T2B=T'2B' and A.'B'=AB. 
The angles of the triangle T2AB are given by: 

--z -., --., 
L TAB =cos-1 ( T{A' +AB- - T,'B ,_) 

2 2T{A'· . .v3 
(7) 

(8) 

In the triangle T 1 AT 2 the length of T 1 A, 

T2A and the angle T1AT2 are known. so the 
length of T 1 T2 can be found by: 

2.2 l\feasurement Procedure 

In the Figure 2 the spatial position of point 
P is to be measured. The projection of point P 

on rr1 is P'. \Vith the theodolite Jt the position 

T 1, the angles \If 1 and <b I can be measured by 
the theodolite. Similarly the angles w: and ¢2 

are measured with the theodolite in position 

r2. The angles <pl and <p2 are given by: 

(10) 

(II) 

where 
--., --· ---

LA l;T~ =cos~ ('I; A-, + 'I;T"- -l;A-) 
- ~A·~T2 

( 12) 

and 

( 13) 
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In the triangle T 1 T 2P' the length T 1 T 2 
and the angles cp 1 and cp2 are known, so the 
following relations can be obtained: 

'frP' =JiT, Sin<P2 
. - sin( <,0 1 -hp:!) 

(14) 

From Figure 2 one also can get : 

(15) 

Figure 2: Coordinate system definition. 

Setting the origin of the measurement 
coordinate system at the middle of the line 
T1T2 so that the X axis is along T 1T2 the Y 
axis lay on plan :rl and the Z axis is 
perpendicular to this plan. The coordinated of 
point P can be calculated by: 

y =~P'sin~1 
-- 1-

x =~P'cos~ 1 2 ~T2 

3. HORIZONTAL BAR METHOD 

3.1 The ~leasurement Principle 

(16) 

(I 7) 

(18) 
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In this setup, a standard bar on which three 
positions, A B and C, along a straight line are 
accurately marked, is being used. The 'bar is 
installed horizontally (not necessarily with high 
accuracy) in the field of view of the theodolite. 
Figure 3 illustrates the top view of the set up 
where A, B and C are the marked points on the 
bar and T represents the location of the 
theodolite. 

A' 

Figure 3: Definition for standard bar procedure. 

The lengths AB and AC are known while 
the angles e 1 and 82 are measured by the 
theodolite. The distance TB is estimated by 
TB'<TB, in this case, the point B moves to B'. 
Drawing a circle of radius AB, with its center 
at B', the line TA will be intersected at A'. 
Note that A'B'=AB and A'C'=AC. From the 
triangle T A 'B' we get: 

sin a' 
TJj' sin( el -+82) 

AB 

AB sin/3' 
sin( B1 +B2 ) 

The angle B( can be determined by: 

(I 9) 

(20) 

(21) 
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A 'C 'sin a' 
B' =sin -I --~--

1 TC' 

where TC' is given by: 

(22) 

=( - - -- )~ TC' TA' 2 +A'C'2 -2TA'·A 1 C'cosa' 

The angle B{ is smaller than the angle B1 

since we have assumed TB'<TB. At this point 
the value of TB' is incremented by a small step 

until 81 -B{ <& where g is the resolution of 
the theodolite. 

Figure 4 illustrates the whole measurement 
setup where AB is the standard bar and A, B 
and C are the marked targets. The theodolite is 
positioned and leveled at point T I defining the 
plan 1t1. The points A', B' and C' are the 
projections of A, B and C respectfully on plan 
n 1. Since the bar AB is leveled, A'B'=AB and 
A'C'=AC. The angles A'TIC' and A'TtB' are 
measured by the theodolite and therefore the 
distances T 1 A' and T 1 B' can be determined by 
the procedure above. Then, the theodolite is 
moved to a second location, r2, and the 
procedure is repeated finding T'2A" and 
T' 2B". Since the plans 1t 1 and n2 are parallel, 
T2A'=T'2A" and T2B'=T'2B". From the 
triangles T 1 A'B' , T 2A 'B' and T I A T2 one can 
determine the following: 

T.A 12 +A B 2 -T.B 12 

LT. A I B I - -I 1 1 

I -cos 2 T. A I • A B 
I 

(24) 

(25) 

L~ AT:. = LJ; A I B I - LI; A I B I (26) 
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B 

T, 

(27) 

T , 

T' 
.l 

Figure 4: Standard bar measurement setup. 

3.2 1\feasurement Procedure 

Figure 5 illustrated the position being 
measured, P, and its projection on n1 P'. The 
angles ~~ and \VJ are measured by the 
theodolite from location T 1 while ~2 and \V2 

from location r 2. The angles cp 1 and cp2 are 
given by: 

(27) 

(28) 

where 

(29) 

(30) 

The distance T 1 P' can be found: 
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-- -- s1nm.., 
T.P' =T.I 't'-

1 1 2 sin( Q'1 +rp2 ) 
(31) 

A' 

B' 

T 
I 

1"' 
I 

Figure 5: Measurements coordinate system. 

Setting the origin of the measurement 
system at the center of T 1 T2 and assigning its 
axes as shown in figure 5, the coordinated of 
the measured point, P, are given by Eqs. 16-18. 

4. ERROR ANALYSIS 

The analysis of errors was performed in a 
straight forward manner for the firast 
procedure. Using a symbolic manipulation 
program (REDUCE) explicit expressions for the 
target coordinates x,y and z (given by Eqs. 16-
18) as function of the measured variables and 
their corresponding errors, were obtained by 
successive substitution of Eqs. ( 1) through ( 15). 
Then the error along each axis was estimated by 
(demonstrated for the x coordinate): 

(32) 

where vi is a measured variable and ~vi is its 
corresponding measurement error. 

The results of this analysis indicate that the 
accuracy of the measurements is highly sensitive 
to the resolution in which the data from the 
measuring tapes can be read. This result was 
expected since only the tapes provide length 
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measurements and these are in very low 
resolution. 

To increase the accuracy of these readings, 
above the resolution of the measuring tapes, the 
theodolite was used to measure the angles a. and 
~, shown in figure 3, and the distance was 
determine by: 

o =(Scale Resolution)-a
a+{3 

(33) 

Eq. (33) is correct since the theodolite 
located far away from the tape compares with 
its resolution. For a distance L= 15ft, tape 
resolution of 1 I 16" and theodolite resolution of 
2 arc second the minimum value of 8 is less 
than 0.002". 

GET 
rAPE 

Figure 6: Measurement accuracy enhancement. 

Using this technique, it is estimated by Eq. 
(32). that the errors will be in the order of few 
thousands of an inch which is accurate enough 
for measurement of relatively large structures. 
Similar results are expected for the second 
procedure as well. 

5. EXAMPLES 

In order to demonstrate the feasibility of 
the above methods two experiments were 
performed. 

5.1 Experiment using two vertical tapes 
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A target was mounted on a CNC machine 
tool and moved to several known locations 
within the machine workspace. The position of 
the target at each location was measured by an 
electronic theodolite model Kern-El, which has 
a resolution of 02". Two standard commercial 
measuring tapes with resolution of 1 I 16inch, 
were used in this experiment. Using the 
position information from the CNC controller, 
the distance between the locations were 
calculated. The same calculation was performed 
using the results obtained by the measurement 
procedure. Table 1 provides the measurement 
data taken during the process. The other 
measured angles are given by: 81= 1 0°52'32", 
82= 1 0°58'34", 83=09°23'06", 84= 12°34'08" and 
a.=98°49' 46". 

Point Measurements 

Location T 1 Location T2 

d>-, 1/1, </>.., 

""" 1 7fl06'15" OOUOO'OO" 75u06'07" OOU01'18" 

2 81°57'31" 00°00'20" 69°02'33" oo001'02" 
3 73°01'09" 00°00'06" 79°49'37'' oo001'26" 
4 73°01'05" -03°46'14" 79°49'39" -03°51'18" 
5 80°09'49" -04°03'34" 71°36'1" -03°53'02" 

Table 1: Measurement data. 

Table 2 presents the coordinates of the 
target locations with respect to the machine tool 
coordinate system which readily available in the 
CNC controller with very high resolution 
(0.000 1 inch). The coordinates of the target 
with respect to the measurement coordinate 
systems were calculated by the above procedure. 

Point Machine Theodolite 

x[in} yfinJ z[in] x[in] yfin} z[in} 

1 0 0 0 85.255 -1.581 0 

2 8 5 0 80.492 -9.729 -0.008 

3 -7 -2 0 87.047 5.481 0.003 

4 -7 -2 -6 87.045 5.482 -5.998 

5 5 2 -6 83.405 -6.640 -6.007 

Table 2: Coordinates of the targets . 
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Since the relative position between the two 
coordinate system were not determined, 1n 
order to evaluate the quality of the 
measurements the distance between the locations 
were computed using both set of readings. The 
results of this calculations are shown in table 3. 

Points Distance[ in] Differenc 
e[in] 

Machine Theod. 
1-2 9.434 9.438 0.004 
1-3 7.280 7.286 0.006 
1-4 9.434 9.437 0.003 
1-5 8.062 8.062 0.000 
2-3 16.553 16.561 I 0.008 
2-4 17.607 17.612 0.005 
2-5 7.348 7.350 0.002 
3-4 6.000 6.001 0.001 
3-5 14.000 14.011 0.011 
4-5 12.649 12.657 0.008 

Table 3: Distance between target locations. 

5.2 Experiment using horizontal standard bar 

A standard bar with three marks, made on 
CNC machine tool, was used in this experiment. 
The positions of three pins, mounted on a 
fixture, were accurately measured by a 
Coordinate Measuring Machine (CMM), and 
their relative distance was used to evaluate the 
measurement accuracy. The dimensions between 
the marks on the bar are: AB=630mm and 
AC=300mm. The theodolite measurement data 
are given in Table 4. 

Point Measurements 

Location Loca[lon 

T, T.., 

<t>., '-/;1 ¢>.., '-/;-, 

1 1u00'56" -8u28'36" 6u41'Q...l'' -8U00'02" 

2 5u18'24" -8u41'11" 2u55'26" -8u30'51" 

3 I 5u43'05" -llu19'23" 4u38'00" -11 UQ1'3Q" 

Table 4: Measurement data. 
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The coordinates of the pins on the fixture 
were calculated according to the above 
procedure and are given in Table 5. 

Point Target's coordinates 

x[mm] y[mm] z[mm] 

I -234.04 2192.80 -331.47 
, -67.14 2174.43 -342.25 ~ 

3 -88.29 2026.64 -418.84 

Table 5: Coordinates of the pins on the fixture. 

The distances between the pines were 
calculated and compared with the measured 
ones , as shown in Table 6. 

Points Distance{mm] Differ. 

fmmj 
GV.I Theodolite 

1-2 168.28 168.25 -0.03 

1-3 237.8-t 237.67 -0.17 

2-3 168.00 167.80 -0.20 

Table 6: Distance between the pins. 

6. CONCLUSIONS 

Two procedures for the measurement of 
spatial position of a point, using only one 
theodolite, have been presented. Both are based 
on two sets of measurement taken from two 
locations. A simple devices are used to provide 
distance reference. It has been shown that 
measurement accuracy of few thousands of an 
inch can be achieved. 
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KINEMATIC CALIBRATION AND COMPENSATION OF A STEWART PLATFORM 
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ABSTRACT 

Manufacturing tolerances, installation 
errors and link offsets contaminate the nominal 
values of the kinematic parameters used in the 
kinematic model of the platform. Since the 
platform controller determines the length of 
the actuators according to the nominal model, 
the resulting pose of the platform is inaccurate. 
To enhance the positioning accuracy of the 
platform, there is a need to determine the 
actual values of these parameters and how to 
incorporate them into the inverse kinematic 
procedure performed by the controller. This 
paper presents and demonstrates by simulation 
a method by which these parameters can be 
identified using pose measurements. 

I. INTRODUCTION 

The Stewart platform, proposed by D. 
Stewart as an aircraft simulator [ 1 ], is a six 
degree-of -freedom parallel manipulator where 
the end-effector is attached to a moveable 
plate supported in-parallel by six linear 
actuated links. Recently, this kind of parallel 
manipulator has attracted considerable interest 
due to their inherent characteristics, compared 
with serial manipulators, which include: 1) 
High force/torque capacity since the load is 
distributed to several in- parallel actuators; 2) 
High structural rigidity; and 3) It is claimed 
that their accuracy is better due to the 
noncumulative joint errors. This interest 
resulted in a large number of reports dealing 
with topics such as: kinematics analysis [ 1-5]; 
workspace analysis (6-8]; practical 
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design/ construction considerations [2 ]; 
dynamics [9-10]; and numerous applications 
[11-15]. 

In a previous paper ( 16] it was shown that 
the accuracy of a Stewart platform is of the 
same order as of a serial manipulator with 
relatively the same nominal dimensions. The 
degradation in accuracy is mainly due to 

manufacturing tolerances, used to construct the 
platform, manifested as deviations between the 
nominal kinematic parameters of the platform 
model and the actual parameters. Since the 
platform's controller determines the length of 
the actuators according to the nominal model, 
the resulted pose of the platform is inaccurate. 
One way to enhance platform accuracy is by 
kinematic calibration, a process by which the 
actual kinematic parameters are identified and 
then used to modify the kinematic model used 
by the controller. Thus, the controller will use 
a more accurate model and as a result the 
accuracy of the platform will be improved. 

While there are numerous reports dealing 
with the calibration issues of serial robot 
manipulators~ little attention has been given to 

parallel manipulators. In [ 17] a calibration 
method based on the following idea was 
proposed: by fixing one link at a time and 
moving the other five links during 
measurement process~ one is able to compute 
kinematic parameters one link at a time. The 
approach requires relatively little computation. 
However, the identified parameters may not be 
optimal because: 1) The measurable workspace 
is small because of the restricted motion 
pattern of the robot; 2) Kinematic parameters 
of individual links are computed separately, 
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therefore, the coupling effects among the legs 
are not fully explored; and 3) The model used 
did not include all the kinematic parameters of 
the platform (it was assumed that the U-joints 
and the ball- joints used to connect the links 
between the base and the platform were 
perfect). 

This paper presents an error-model based 
approach for kinematic calibration of a Stewart 
platform which is directly adopted from serial 
manipulator calibration methodology. As a 
result, the procedure and the algorithm are 
easily understood and implemented. Similar to 
the serial manipulator calibration process, the 
calibration process of the Stewart platform 
consists of four steps: 1) Construction of the 
platform kinematic error model; 2) 
Measurement of the platform pose with respect 
to a reference frame as well as its joint 
variables (link lengths for Stewart platform); 3) 

Identification of the unknown kinematic 
parameters in the model; and 4) Compensation 
of the pose error based on the identified 
model. 

This paper focuses on the error-model 
construction which is the central issue in 
adopting this method. Due to the inherent 
difficulty of analytical solution of the forward 
kinematics of the Stewart platform, it is 
inevitable that numerical methods be used to 
compute the identification Jacobian matrix that 
relates the robot pose errors to the kinematic 
parameter errors. The computation algorithm 
of the identification Jacobian matrix, as well 
as the a compensation scheme are discussed in 
detail. Simulated measurements, which include 
realistic noise, are used to evaluate the 
effectiveness of the proposed calibration 
approach. 

2. KINE~IATIC MODELING OF A 
STE\V ART PLATFOR~1 

The Stewart platform, illustrated in figure 
1, is composed of six variable length links, a 
fixed base and a movable plate to which the 
tool is attached. A base coordinate {B} is 
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placed at the base center Ob with its Z axis 
perpendicular to the base plane. Similarly, the 
coordinate frame {P} is located at the center of 
the moving plate. The links are connected to 
the base by U- joints and to the plate by ball 
joints. These links can be extended or 
contracted by actuators. 

Two different models exist: 1) The nominal 
model which neglects manufacturing and 
installation errors and therefore joints are 
treated as points and the links are treated as 
lines; and 2) The accurate model which take 
into consideration the above errors. For both 
cases the forward and inverse kinematic 
problems, defined below, must be solved: 
!.Forward kinematics: Given the values of the 

six link lengths and the kinematic 
parameters, determine the platform pose. 

2.Inverse kinematics: Given the platform pose 
and the kinematic parameters, determine the 
link lengths. 

For the nominal model, the coordinates of 
Bi, with respect to {B} (denoted as bi) represent 
the ball joint centers and the coordinates of Pi 
with respect to {P}, denoted as Pi, represent the 
centers of the U- joints. The length of each 
link, given by the distance between Bi to Pi 
(denoted as d) is the joint variable. There are 
forty two kinematic parameters in this model: 
twelve position vectors (bi and p) and six link 
lengths. The solution for the inverse kinematic 
problem, in this case, is simple: 

i=l ,2 ... 6 (I) 

where R and q define the orientation and 
translation of {P} with respect to {B}. 

However, even for this simple model there 
is no closed form solution for the forward 
kinematic problem and only a few numerical 
approaches have been proposed [4,5]. 

The accurate model which accommodates 
all manufacturing and installation errors has 
been presented in previous paper ( 16]. The 
model consists of six joint-link trains, each 
treated as a serial manipulator of 2R-P-3R 
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type modeled by eight consecutive 
transformations. Therefore, twenty two 
independent kinematic parameters are needed 
to incorporate manufacturing and installation 
errors in each joint-link train kinematic model. 
Thus, all together one hundred and thirty two 
kinematic parameters are needed to accurately 
model the kinematics of a Stewart platform. 

3. PARAMETER IDENTIFICATION 

3.1 Problem Statement 

The kinematic parameter identification 
problem can be stated as follows: Given the 
measured link lengths and measured platform 
poses (for j different platform poses), estimate 
the kinematic parameters which define the 
transformation between the two. The 
minimum number of measured poses, j min' 
depends on the number of parameters needed 
to be identified. Since measurement noise 
exists, the parameters are identified using least 
square techniques and therefore j should be 

' larger than j min . 

3.2 Error-model Based Approach 

The error-model based identification 
method is widely applied for serial robot 
manipulator calibration (18-21]. The 
calibration procedure, shown in Figure 2, 
follows these steps: 

1. The robot pose vector is expressed as a 
function of the kinematic parameter vector, 
u, and the given joint variable vector v: 

x=f(u,v) (2) 

where the function f represents the forward 
kinematics of the robots. 

Differentiating Eq. (2) with respect to 
kinematic parameters yields the identification 
Jacobian J: 

J=dx/du=df(u, v)/ du (3) 
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For serial manipulators, the forward 
kinematics is easily obtained and can be 
expressed in closed form ::1nd the 
identification Jacobian, J, can be expressed 
analytically [ 19]. 

2. The pose, Xk is calculated by f(uk, vjm), where 
f represents the forward kinematics of the 
serial manipulator, vjm is the measured joint 
variables at pose j, and uk is the kinematic 
parameters vector (k is iteration index). 

3.A pose error, dx, defined as the difference 
between the measured pose, xm, and Xk. 

4. The Jacobian J(uk, vjm) is calculated. 
5. The kinematic parameters vector is updated 

by: uk+ l=uk+~u where 6u=J-1(uk, vjm) dx 
where J- is the pseudo inverse of J. 

6. The procedure defined by steps 2 through 5 
is repeated until dx is small enough then the 
last value of u is considered to represent the 
actual values of the kinematic parameters. 

Similar procedure, as shown in figure 3, is 
used to solve the parameter identification 
problem of the Stewart platform. The 
identification procedure is given as follows: 
1. Obtain measurements of the platform poses 

xjm (j is pose index, j= 1 ,2 ... s) and the 
corresponding link lengths djm . 

2.Let the initial parameter vector uklk=O=un, 
where un is the known nominal kinematic 
parameters vector and k is an 
index. 

iteration 

3. Compute the platform pose, Xjk' using dj and 
uk by solving the forward kinematic problem 
of the platform. 

4. Calculate the pose error vectors 8xk (a 6sx 1 
vector) from xjm and xj k• 

5. Use the norm of 8xk as a termination 
condition: If 18xkl<e, then the identified 
parameter ua=uk and stop the program. 
Otherwise continue to step 6. 

6.Compute the identification Jacobian Jk. 

7 .Determine a correction vector for uk , 
8uk=[(Jk TJk)-1JkT]8xk. 

8. Update uk by uk+l = uk+ 8uk and go back to 

step 3. 
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The algorithm and procedure for the 
forward kinematic solution (step 3) is 
presented in [ 16]. The computation of oxk 
(step 4) and the formulation of the 
identification Jacobian matrix (step 6) are 
discussed in the following section where the 
iteration index k is omitted for clarity. 
3.3 Jacobian Formulation 

The major issue in parameter identification 
by the error-model based approach is the 
formulation of the identification Jacobian, J, 
which relates a differential pose vector, ox, to 
a differential change of the kinematic 
parameters vector, 8u: 
5x=J ou (4) 

where 8x IS a 6sxl 
expressed by: 

vector which can be 

- [s:: T- T 8 T)T <::>x= ux1 ,<::>x2 , .•. xs (5) 

In Eq (5), 8xj 
by: 

is a 6xl error vector given 

j=l,2 ... s (6) 

where: 8rj is a 3x 1 orientation error vector. 
8pj is a 3x 1 position error vector. 

The pose error vector 8xj can be obtained 
by the error matrix ~Xj which is given by 

~X ·=X.-1 (X.m - X·) 
J J J J 

(7) 

where xj is an 4x4 homogeneous pose 
transformation matrix and xjm is the 
measured platform pose transformation matrix. 

Let LlXj={~Rj,LlPj} where LlRj is an anti
skew 3x3 orientation error matrix and ~Pj is a 
3x 1 translation error vector. Then 8pj=Llpj, and 
5rj can be computed from ~Rj 

5r·S=LlR· J J (8) 

where S is a cross operator defined by [ 19] 
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(9) 

The Jacobian is composed 
Jacobian matrices J 1, .. Js : 

of s sub-

J=[ Jl, J2 ... Js]T 
(10) 

For each measurement j, Jj is defined as 

oxj=Jj 8u 
(II) 

(j=l,2 ... s) 

where J j is a 6 by m sub matrix where m is the 
number of parameters needed to be identified 
and is obtained by: 

Jj=[jlj' hj, ... jmjl 
(12) 

where jij' i=l ,2 ... m, is a 6xl vector represents 
the partial derivative of the pose vector xj with 
respect to the ith parameter ui. It can be 
obtained numerically by perturbation method 
as follows: 

J···=OX··/OU· IJ lj I 

(13) 

where oui is an appropriate small change in the 
parameter Ui· The 6xl error vector 8xij is 
obtained from the transformation matrices 
X-(u) and Xj(u+duj), just as the 8xj is obtained 

J • d . 1 from XjCu) and xjm· Noting that ui IS a mx 
vector whose elements are all zeros except the 
ith element which has the value of dui (dui 
=[0, ... 0, dui , O, ... O]T). In other words, the 
perturbation matrix Xj(u+dui) is the forward 
kinematics solution using the parameter vector 
with its ith element perturbated. In summary, 
the Jacobian can be expressed as following 6s 
by m matrix: 
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lixll ox ... , 8x,1 

!iu, Clll ou ... -
&12 ox ...... 8x,2 --

J til 
~14) 

!5u .. liJm 

8xnu 

liJm 

It can be seen from Eqs. (10) to (14) that 
the computation of the identification Jacobian 
involves a great number of platform forward 
kinematics solutions for the nominal and the 
accurate models. Both are solved numerically, 
and therefore the parameter identification 
procedure is computationally expensive. 

4. COMPENSATION 

The compensation problem of the Stewart 
platform can be stated as follows: Given the 
required platform pose, x3

, and the identified 
kinematic parameters, u3 , find the 
corresponding links length vector d. 

The solution is obtained by solving the 
inverse kinematic problem of each joint-link 
train using Newton-Raphson method [16]. This 
problem is similar to the problem of solving 
the inverse kinematics problem of a six degree 
freedom, 2R-P-3R, serial manipulator. Denote 
the vector V· as joint variable vector of the jth 

J 
joint-link train, the problem can be stated as 
follows: Given the desired platform pose xa, 
the joint-link train forward kinematics model 
xi =fj (vj, ua) j= I ,2 ... 6 and its nominal inverse 
kinematics model vj=gj (x3 , un), find vj, a such 
that x<l::fj ( vja, ua). 

As an initial guess for vj, the nominal 
inverse kinematics of the platform can be used. 
Fortunately, for a practical Stewart platform, 
the nominal value for vj is unique and can be 
·easily found[l6]. 

The problem is solved, for each joint-link 
train separately, as follows (the subscription j 
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is omitted for clarity and k is the iteration 
index): 
1. Make an initial guess of v, using the 

nominal model of the joint-link train v=g 
(xa, un). 

2. Compute an estimated platform pose Xk=f 
( vk, ua). 

3. Obtain a pose error vector Dxk from xk 
and x3

• 

4. Compute a correction term Dvk = J-1 Dxk, 
where J-1 is pseudo inverse of the joint-link 
train Jacobian formulated by the nominal 
joint-link train model. 

5. Update the estimated vk by vk+l = vk + Dvk . 
6. Check whether the termination condition, 

IDxkl<e, is satisfied for all joint-link trains. 
If so, then va=vk and the link length vector, 
d is retrieved from va. Otherwise go back to 

' 
step 2. 

For the reduced model, where only errors 
in joint locations and link offsets are 
considered, the compensation is straight 
forward. The inverse kinematic problem is 
solved by Eq. (1) where the identified values 
of b and p are used. Then the identified link 
offsets are added to resulted link lengths, d. 
These values are used to drive the platform to 
the required position. 

5. SIMULATION STUDY 

A simulation study was performed in order 
to verify the above algorithm. In this study a 
platform with the following dimensions: 
R -3ft R =1ft· and links with length ranges 

b- ' p ' . 
between 4.5ft to 7 .5ft, was used. The following 
uniformly distributed random errors were 
imposed on the nominal parameters: 
1. Position error of the U- joints at the base: 

IDbJ< 0.24 inch, !Db~ < 0.24 inch, IDbzl < 

0.12 inch. 
2. Position error of ball joints on the moving 

plate: 
IDPJ < 0.012 inch, IDP~ < 0.012 inch, IDPzl < 
0.012 inch. 

3. Link offset: IDdl < 0.024 inch. 
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4. Manufacturing tolerance for both U- joints 
and ball- joints (D-H parameters): !Ddl < 

0.004 inch, !Dal < 0.004 inch and IDa! < 0.1 D 

Three different cases were investigated: 

Case 1: The results of the previous paper 
indicate that the contribution of the joints 
manufacturing tolerances have a minor effect 
on the platform pose error (item 4 in the above 
list). Therefore, a reduced model in which 
these parameters were not considered can be 
used. In this model, the number of parameters 
that have to be identified is only 42 compared 
with 132 parameters in the full model. In this 
case 8 pose measurements were used (one more 
than the minimum required ) and it was 
assumed that there is no measurement noise 
(the measurement of the platform pose is 
accurate). Figure 4 shows the convergence of 
the pose error norm as function of the number 
of iteration of the identification procedure. 
The pose error vector was divided into 
translation and orientation errors and their 
norms are shown in the figure. As shown, 
initially the translation error is about 0.8 inch 

and the orientation error is about sO After 
only 4 iteration both error were practically 
reduced to zero. 

Case 2: This case is the same as the previous 
one but a uniformly distributed random noise 
was added to the pose measurement in order to 
simulate measurement errors. The magnitudes 
of the rr:teasurement errors used in the 
simulation were adopted from experimental 
results obtained by using a theodolite as a 
measuring device. These errors are: I) Pose 
position measurement error of ±0.0024 inch; 
and 2) Pose orientation error of ±0.0285 
degree. Since the measurements are 
contaminated by noise, more pose 
measurements are required in order to improve 
the identification results from 'Least Square' 
point of view. As before, the parameters error 
vector has 42 elements: 24 elements due to 
errors in the location of the U- joint at the 
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base; 24 elements due to errors in the location 
of the Ball- joint at the plate; and 6 elements 
describing the link offsets. Figure 5 illustrates 
the convergence of the norm of the three sets 
of parameter errors as function of the number 
of measured poses. As expected, better 
identification results are obtained as the 
number of measured poses increases. 
However, very little improvement can be 
achieved once the n urn ber of measured poses 
exceeds a certain limit (about 20 in this case). 
To be more specific, Figure 6 provides the 
initial and the final (after identification) values 
of the parameter errors for the case of 28 
measured poses and 4 iterations of the 
identification algorithm. In this figure the 
first 18 parameters correspond to errors on the 
base, the next 18 to errors on the plate and the 
last 6 to link offsets. The initial values are 
given by the difference between the actual and 
the nominal values while the final values are 
given by the difference between the actual and 
the identified values. As shown the large 
errors, mainly due errors in the location of the 
U- joint on the base, were reduced 
substantially, while small initial errors were 
slightly reduced or even increased due to the 
least square averaging effect. It should be 
emphasized that the errors can not be 
eliminated, even with large number of 
measurements, due to the existing measurement 
errors. 

Case 3: In this case the full model, which 
includes 132 parameters, was simulated and 
used to identify the above 42 parameters , 
assuming that the other parameters are 
accurate. This· simulation was performed in 
order to verify the effectiveness of the 
algorithm and therefore no measurement noise 
was included and only 8 measured poses was 
used. Figure 7 shows that the parameters 
converges to its true value after 4 iterations 
and figure 8 shows that as a result the pose 
error is essentially eliminated. 

6. CONCLUSIONS 
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An effective algorithm for the 
identification of the kinematic parameters of a 
Stewart platform has been presented and 
verified through simulations. The algorithm 
can be applied to both the reduced and the full 
models which are differ by the number of 
parameters needed to be identified. An 
compensation procedures, for the full and 
reduced models, are also presented. The 
algorithm was tested using simulated 
measurements which include realistic 
measurement noise and as a result, the 
platform pose error was reduce by at least one 
orders of magnitude. 

The proposed identification algorithm is 
computationally expensive and has to be 
performed on a powerful computer for 
practical implementation. If m parameters 
have to be identified, and s measured poses are 
used, the forward kinematics problem of the 
accurate model, which is also solved iteratively 
by numerical methods, has to be solved s(m+ 1) 
times for each iteration of the identification 
algorithm. For example, if only 42 parameters 
are being identified using 8 measured poses, 
344 forward kinematics solutions have to be 
obtained. for this case, about 11 hours of 
SUN 3/260 CPU time are needed for each 
iteration. However, since this procedure has to 
be performed once (or periodically) the 
computation cost is not a major concern. On 
the other hand, the compensation algorithm has 
to executed in real time and the ref ore the use 
of the full model will require the use of a 
powerful computer as part of the platform 
controller. To eliminate this need it is 
recommended to use the reduced model for 
compensation. 
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Figure 1: Stewart platform definitions. 
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A REVERSE FORCE ANALYSIS OF A 
PLANAR TWO-SPRING SYSTEM 

T. Pigoski and J. Duffy 
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Gainesville, Florida 

ABSTRACT 

A closed-form reverse force analysis is performed 
on a planar two-spring system. The two springs are 
grounded to pivots at one end and attached to a 
common pivot at the other. A known force is applied 
to the common pivot of the system and resultant 
assembly configurations arc determined. A sixth 
degree polynomial in the resultant length of one 
spring is derived. From this, six unique locations of 
the point of application of force are obtained. The 
results are verified numerically by performing a 
forward force analysis and displaying real solutions. 
It is clear that there are a maximum of six 
mathematical assembly configurations to obtain the 
desired force for such a spring system. 

INTRODUCTION 

Compliant parallel mechanisms have traditionally 
played a significant role in areas of force application 
such as mounting and suspension systems, and over 
the past few years, they have had an increasing 
impact in areas of robotic force control and large 
deformation, nonlinear finite element analysis. 
However, to this author's knowledge very little wok 
has been done on closed-form, reverse force analysis 
of such mechanisms. Most of the literature has 
devoted itself to forward force analysis which is 
inherently simple(viz. it is required to compute the 
resultant forces given the spring leg lengths). 
Additionally, Vanderplaats(l] has investigated a 
nonlinear, iterative reverse analysis, whereby the 
displacement field of the structure under a given 
loading is found by minimizing the total potential 
energy of the system. Numerically, this method 
produces a single solution to the problem. Also, 
Seirig[2] has used an algorithmic approximation to 
obtain a single geometric solution for systems under 
small loads and undergoing small displacements 
from the unloaded configuration. 
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Figure 1: Planar Two-Dimensional Spring 

In this article, a closed-form solution is presented 
for the simplest of compliant parallel mechanisms. 
the planar two-dimensional spring(3]. The spring, 
shown in Figure 1 in equilibrium with the external 
static forces Fx and Fy, consists of two translational 
springs acting in parallel, one grounded at pivot 
point A and the other grounded at pivot point B. 
The other ends of the spring are connected and 
pivoted at point P, the point at which the external 
static forces are applied. Each of the springs can be 
thought of as acting in the prismatic joint of a 
revolute-prismatic-revolute serial chain. For this 
mechanism, it is assumed that the free lengths and 
elasticity constants of the springs are known along 
with the distance between pivot points A and B. 

The significance of this article is that a closed
form solution not only produces the exact number of 
assembly configurations for a desired resultant load , 
but also provides a simple tool for analyzing the 
motion of the pivot points for all six roots as the 
desired resultant load changes, neither of which has 
been done before. It is important to note that these 
solutions are derived mathematically and may 
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not always be realizable as practical assembly 
configurations. In many cases, negative or complex 
resultant spring lengths appear. Currently, these 
solutions are not physically realizable, but here they 
have been included for the purpose of discussion. 

THE GENERAL 6TH DEGREE POLYNOMIAL 

In order to solve the reverse analysis problem it is 
necessary to eliminate all but one of the system 
unknowns from the system equations. For the 
system shown in Figure 1, the spring constants, k 1 
and 1<2' the spring free lengths, 1

01 
and 1

0
2' the 

distance between pivots A and B, dl2' and the 
desired resultant forces, Fx and Fy, are known, and it 
is necessary to determine the remaining syste~ 
variables: 11, 12' 01, and 0 2" Elimination of 12 and 0 2 
can be accomplished by simple substitution of the 
necessary geometric relationships which force the 
springs to share a common point, 

1T2 = 1151 (1) 

and (2) 

into the moment balance equation about point B: 

Fx(IT2J = Fy(/~2) + 1<1(11- 1o1)d1T1 (3) 

In these equations c 1, s 1, etc represent the cosines 
and sines of their respective angles. Substitution of 
(1) and (2) into (3) produces the equation: 

A 1s1 + B1c1 = 0 1 (4) 

where 

Al ~ kl(/1-lol)d12- FJl 

8 1 =Fyll 

01 = Fl dl:E 

Another equation of the form of ( 4) can be 
obtained by algebraic manipulation of the force 
balance equations: 

Fx = 1<1(11- 1o1Jc1 + kf/2- 1o2Jc2 (S) 

Fy = k1(11- 1o1J51 + kf/2- 1o2)52" (6) 

Rearranging and substituting (1) and (2) protluce: 

Fx- Fcl + k:rJ12 = -kio2c2 (7) 

Fy- Fsl = -kioT2 (8) 

where F = {(k 1+k 2)11 - k J'01}. Squaring and adding 

(7) and {8) produces the equation: 

ATl + 8~1 = 0 2 (9) 

where 
A2 = 2FyF 

82 = 2(Fx+k2d12)F 
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02 = (Fx+k2d12Y+Fy2+F2- k221o22· 

Substituting G = {Fx+k2d12) and manipulating A 1 
in equation ( 4) as follows: 

Al = k1(11- 1o1Jd12- FJ1 - (k:J1drrk:J1d12) 

= Fd12 - G/1 

produce equations ( 10) and ( 11) of the form: 

with 

A.s1 + B-c1 = o. 
I I I 

A1 = Fd12 - G/1 

81 = FJ1 

01 = Fyd12 

A2 = 2FyF 

B2 = 2GF 

02 = G2+Fy2+F2-k221o22. 

(10) 

(11) 

Eliminating 01 between equations ( 10) and ( 11) 

derives the equation: 

(A l 8 :z-A 2B 1)2 =(A 1 D 2-A 20 1y +(8 20 rB 10 2y 
which is a function only of 11 and known parameters. 

Substitution and simplification result in the 
following sixth order polynomial: 

"1 116+a2/15+a3/14+a4 113+a5112+a6 11+ a.,=O 

with coefficients 

al =- d122(kl+k2)6 + 2Gd1:fkl+k2)5 

- (G2+Fy 2)(k 1+1<2)4 

a2 = 6d122kllo1(kl+k2}5-10Gdli<11o1(kl+k1)4 

+ 4k llol(G2+Fy 2)(k l+k 2)3 

a3 = d122{2(2Fy2+G2-H)-15k12/o12] (kl+k1)4 

+ 4Gdl:J5k12to12_2fy2_G2+H} (kl+k2)3 

+ 2{G2(3Fy2+G2-H)+Fy2(Fy2+k221o22) 

-3(G2+Fy2}k12/o12}(kl+k2Y 

a4 = 4d122kllolf5k12/o12_4fy2_2G2+2H}(kl+k2}3 

-4Gdl:J< 1/o1f5k 121o12_6fy2_3G2+3H}(k l+k2)2 

. +4k 1/olfk 12/ol2(G2+Fy2)-G2(3Fy2+G2-H) 

-Fy2(Fy2+k22to22)}(k l+k2) 

a5 = {3d122k12/o12{4(2Fy2+G2-H)-5k12/o12] 

-d 12 2 ( ~ +H2 +2G2 H +4F y 2 k 2 21 o2 2 ))(k 1 +k 2)2 
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+{2Gdl;f 12/ol2{5k 12/ol2-6(2F2+G2-H)] 

+2Gd 1jc;4 +H2 +2G2 H]}(k 1 +k 2) 

(G2+F 2)k 41 4 +{2G2(3F 2+G2-H) - y 1 ol Y 

+2fy2(Fy2+k22/o22)}k 12/ol2-(G2+Fy2J(r;4 

+H2+2G2H) 

a6 = 2d122k1/ol{k2/ol2{3k12/o12_4(2Fy2+G2-H)] 

+[c;4+H2+2G2H+4Fy2k22/o22}}(k1+k2) 

-2Gd1:J< 15/ol5+4Gd 1f2Fy2+G2-H)k 131o13 

-2Gd1:J< 1101[c;4 +H2+2G2H} 

a7 = -d122k16/o16+2d122(2Fy 2+G2-H)k14/ol4 

-d 12 2 k 121 o12 ( c;4 + H2 + 2G2 H+4F y 2 k 2 21 o2 2) 

where G = Fx+k2d12 and H = Fy2-k2
2102

2. 

NUMEIUCAL EXAMPLE 

Here a numerical example illustrates six real 
solutions. The inputs were as follows: F x = 1.000, 
Fy = 1.000, k1 = 2.000, 1<2 = 3.000, 101 = 2.000, 
/02 = 3.000, and d 12 = 2.000. Only the ratios are 
important here. Scaled input ratios will produce 
scaled similar triangles as solutions. The following 
normalized polynomial was obtained for these 
inputs: 

116_8.000 ... 11 5+15.120 ... 11 4+26.112 ... 113 -112.72811 2 

+108.762 ... 11 -27.146 ... = 0, 

which has the following six roots: 
11 = 0.391 ... , 1.249 ... , 2.219 ... , 

3.581 ... , 2.940 ... , -2.379 .. . 
Corresponding values of 01 were obtained from 
equations (10) and (11). Substitution into equations 
(5) & (6) then produced values for 02. Finally, 
values for 12 were obtained from equations ( 1) & (2). 
The six solution sets to this problem are as follows: 
1: 11=0.391 ... , lt=1.623 ... , 0 1=346.3 ... , 0 2=183.3 .. . 

2: lt=1.249 ... , lt=3.033 ... , 0 1=223.2 ... , 0 2=196.4 .. . 

3: 11=2.219 ... , lt=2.449 ... , 0 1=289.2 ... , 02=238.8 .. . 

4: 11=3.581 ...• 'rl.993 ...• o 1=343.8 ...• o2=208.4 .. . 

5: 11=2.940 ...• 'r2.758 ...• o 1=295.4 ...• o2=105.6 .. . 

6: 11=-2.379 ...• 'ro.3B3 ...• o 1=178.6 ... , or351.1 .. . 

Although here six solutions are obtained, only 
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Figure 2-1 Figure 2-2 

Figure 2-4 

Figure 2-5 Figure 2-6 

Figure 2: Mathematical Configurations For a Resultant 
Unit Force 

five of these are practical as assembly 
configurations. Solution six contains a negative 
spring length which is currently unrealizable. Figure 
2 shows all six mathematical solutions noting that in 
Figure 2-6, 11 is a negative spring length. 

Figure 3 shows the motion of the six roots as an 
incremental force acts on the pivot point at a forty
five degree angle (solutions obtained at a unit force 
are marked). Some important results can be derived 
from this figure. First, when a resultant force of zero 
is desired, four roots appear along the horizon tal 
axis. These roots appeared in every example this 
author tried. The other two roots at zero force are 
the geometry of the system at the free lengths of the 
springs. Second, solutions 3 and 4 go complex at 
their point of convergence. This disappearance ·of 
real roots appeared in almost every example. It must 
be noted here that if l01 +102<d12, two solutions 
begin as complex roots, and two more disappear as 
the force increases. Finally, the intersection of 
different root loci at different points along the force 
increment gives the appearance that for a unique 
pivot location there can be more than one resultant 
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force. This is true only because of the allowance of 
negative spring lengths. 
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Figure 3: Motion of the Pivot Point Under an 

Incrementally Applied Load 

The authors wish to thank Dr. Carl Crane, 
University of Florida, for the subroutine used to 
solve the sixth order polynomial. 
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Segmenting moving objects and estimating their motion 
in the presence of camera pan and zoom action * 
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Abstract 
We address the problem of segmenting an image to 

localize moving objects in the presence of camera rota
tion and zooming action. We compute the flow due to 
the camera action and subtract it out from the image 
motion to determine the flow of the moving object. 
This can be used to determine information, such as 
the motion and depth, about an object being tracked 
in a dynamic scene. We present results of experiments 
with real images to demonstrate the performance of 
the method. 

1 Introduction 
One of the difficult problems in the dynamic scene 

analysis is the detection of moving objects, when the 
camera is also in motion. Without camera motion, the 
problem is not so difficult to solve since, in most cas
es, simple difference operators can be applied to image 
sequences to isolate regions corresponding to moving 
objects. The difficulty when the camera also moves is 
mainly due to the fact that the motion of the camera 
relative to the scene induces a background optic flow, 
in addition to the image motion of the moving object
s. While there is typically a discontinuity in the flow 
along the image boundaries of the background and the 
moving object (due to depth and/or motion disconti
nuity in the scene), one needs to overcome the chicken
and-egg problem associated with the computation of 
an accurate flow in the presence of unknown flow dis
continuities. That is, the optical flow problem is easier 
to solve if these boundaries are know, but these can
not be determined until the flow is computed to isolate 
regions of flow discontinuity. 

In this paper, we address this problem in a special 
case, where the goal is to track an object, and to main
tain it within the field of view. A specific example is in 
video imagery, taken in settings such as TV telecast, 
which comprises of multiple moving objects. In addi
tion, the camera zooms and pans frequently to focus 
on the objects of interest. Given a video segment, we 
wo·uid like to determine another video sequence that 
has been compensated for the effects of camera pan 
and zoom. Another objective is to simply index the 
sequences by the particular motion of the target ob
ject, such as moving to the right or to the left, or by 

• Funding for this research was provided by NSF BCS-
9017179. 
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the sudden motion of the camera to change focus from 
one object to the next. 

This problem is to be distinguished from work un
der the so-called active vision paradigm; more precise
ly, problems such as fixation, gaze control, or target 
tracking (see [4]). In the applications of our interest! a 
sequence have been captured by the camera-operator, 
with the objective to focus attention on some objec
t in the scene. So much of the task is the same as 
that in tracking a moving object in the scene through 
the active computer-controlled motion of the camera 
(e.g., pan) or modification of its parameters (zoom). In 
such applications, however, it is typically assumed that 
some information about the camera action is available 
or that this action has resulted in maintaining the ob
ject of interest, or some part it, within the center of 
the image, thus zeroing out its image motion. Such in
formation and constraints are used to determine other 
3D properties of interest, such as the motion or depth 
of the target object, the camera motion, etc. In our 
applications, neither the operator actions are known 
nor they are controlled to produce a precise motion 
of the image in some region (e.g., zero motion of the 
image center). To summarize, one of the important 
objectives in problems in the active vision paradigm 
is to simplify the 3D reconstruction problem through 
known or controlled camera activities. In our problem, 
the 3D reconstruction problem becomes more difficult 
to solve as a result of the operator action. 

2 Related Work 
There is a tremendous number of contributions to 

the vision literature on problems involving the com
putation of the motion of the camera relative to a 
scene. Of these, a small percentage deal with the sit
uation where both the camera and some objects in 
the scene move simultaneously. Where this problem 
is addressed, the goal is typically either to detect a 
moving object, not to compute its motion, or it is as
sumed that the camera motion is known or controlled. 
For example, [5] propose methods for the detection of 
moving objects, based on the statistics of the direc
tions of the optical flow vectors, when motion of the 
camera is known, its rotation or translation is known, 
or an object is being tracked such that some tracking 
point has zero flow. 

In our approach to the problem, we will not ex
ploit such constraints. This is not to say that such 
approaches are not attractive. On the contrary, we 
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believe that a robust method for extracting informa
tion from time-varying imagery should exploit all avail
able information or constraints. The main reason is 
that in some application domains, such as video im
agery, the camera action is not fully controlled and the 
tracked objects move in arbitrary ways, in contrast to 
in robotics or industrial applications where the object 
or camera motion is more restricted. 

Our method is based on modeling the optic flow 
due to the camera motion, and using the discrepancy 
between the model and the data. Based on this, we 
detect regions of the image where the flow is incon
sistent with the model, which we expect to be due to 
the motion of the tracked object. This is consistent 
with some earlier work (e.g., [1], [2]) for the segmenta
tion of the scene into regions corresponding to different 
objects. However, we now allow for the camera mo
tion and zooming action, in addition to the motion of 
tracked object(s). Because of the arbitrary motion(s) 
of the tracked ohject(s), or their parts (we allow non
rigid motion), and its independency from the camera 
action, the optic flow due to a tracked object is not 
necessarily zero, as it is commonly assumed in some 
earlier work in object tracking or fixation. We will 
show how the optical flow due to moving objects and 
the camera pan/zoom action (and, in general, any ro
tational motion of the camera) can be separated. Once 
this is done, we can remove the component due to the 
camera pan and zoom, leaving us with a flow solely due 
to moving objects, which can be used to compute 3D 
motion of the object, indexing of the video sequence, 
etc. 

3 Mathematical Background 
Let { t, w} denote the instantaneous rigid body mo

tion of the camera relative to the scene, described by 
Z(z, y), the depth of points on its surface from the 
camera. It is well-known that the relative motion of 
the camera with respect to the scene induces an image 
motion given by: 

' 1 
= Aw+ ZBt, 

[ ~ -(~ + /) 

~+ ,J 
A= L+f _!I. 

J 0 OJ 

[-! 0 z] 
B= g -! y . 

0 0 
Further, if we allow for camera zooming action, there 
is a diverging flow whose magnitude is proportional to 
the distance of the image point from the origin: 

. f 
rz = Jq' 

where q = ( x, y, O)T. The total flow due to the camera 
motion and zoom is: 

. A 1 B j 
rc = w + Z t + fq. 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, April19-20, 1993 

In this paper, we consider the situation where the cam
era is fixed in position, and is only allowed to rotate, 
in addition to the zooming action 1 . Thus, the flow 
due to the camera motion and zoom is given by 

which is independent of the depth of background or 
object points. 

3.1 Moving Objects 
The previous equations for the image flow assume 

that the background is stationary. Suppose some ob
jects in the image move. Let Ro describe the region 
of the image corresponding to moving objects, and let 
R. denote the stationary background region. The op
tic flow in R, is the result of the rigid camera motion 
as well as the zooming action. Using the previous ex
pression, the flow in R, is given by: 

where A, B, and q are defined at points (z, y) E R 11 • 

The optic flow in Ro is the result of the camera motion, 
the zooming action, as well as the motion of objects. If 
we denote the flow due to moving objects by (u0 , v0 ), 

then the total flow over Ro is given by 

where A, B, and q are defined at points (z, y) E R 0 • 

The objective is to determine the flow due to the 
camera panning motion and zooming action, and that 
due to moving objects. This requires segmenting the 
image into two regions R0 , R,, and computing ( u0 , v0 ) 

over R 0 • In general, camera rotation to track an object 
is restricted to panning motion. The solution proce
dure is the same whether the rotation is pan only, or 
it is any combination of pan, tilt, or spin around the 
optical axis. 

The background flow can be written in the form: 

We assume the focal length f is known, initially (de
note this /(0)). In practice, knowing /(0), and com-
puting i(t) as we discuss later, we can determine f(t) 
by integration. With this assumption, we replace j by 
x, and t by y, without loss of generality. (In other 

1 When translation is introduced, the problem is more com
plex and require special attention. This is beyond the scope of 
this paper. 
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words. x and y are measured in units of focal length.) 
Therefore, we can rewrite the above equation as: 

-/wy + fx + /f.J!zY- /wyz + fwzXY 

[ 

. 2 ] 
r11= fwz- WzX + fy O /WyXY + fwz:y2 . 

(z,r)El4 

Similarly, over the region corresponding to moving ob
jects, we have: 

[

- fwy + jz + /1J!:.Y- fw11 z2 + fwzZY + Uo] 
r11= jw% - Wz% + fy- bWyZY + fwzy2 + Vo · 

(z:,y)ER. 

In the background region, each flow component is 
given by a quadratic function with four independen-
t coefficients in a = (fw1:, fw11 , fwz, j), where a = 
(at, a2, a3 , a4 ). One can determine these coefficients 
using the flow information from a minimum of two 
points (each point provides us with two constraint e
quation. one for each of the z andy components of r,). 
Generally, a least-square formulation can be applied 
for more robust results. Once these are determined, 
it can be used to estimate the flow due to the moving 
object from 

then the flow is dominantly quadratic with the same 
coefficients as the flow over the background region; 
these coefficients, as we showed above, give the ro
tation and zooming action of the camera. Hence, we 
can fit a quadratic function to the flow over the whole 
image to determine the coefficients (this is the prob
lem, where the flow due to the moving object can be 
treated as noise). 

Since we want to segment the image, we hope that 
the flow due to the moving objects (signal) is large. In 
such a case, the fitting of a quadratic flow over the re
gion corresponding to these objects will be erroneous. 
In special cases, it is possible that this flow is also 
quadratic such that the total flow (due to object mo
tion and camera rotation and zooming action) remains 
quadratic. The important thing, however, is that the 
resulting quadratic will have different coefficients as 
the one that fits over the background region. More 
precisely, suppose that 

[Uo] = [Uo + Uz% + UyY + Uz:z:Z~ + UryZY + Uyyy2l · 
Vo VO + VrZ + VyY + V,;zZ* + V1:yZY + Vyyy2 

We then have, for the flow over the moving objects, 

[
Uo] [- fw11 + ix + /WzY- fw11 x

2 + /Wz:XY] 
'(; =To- Jw1: - WzZ + jy 0 fw11 xy + fw1:y2 · where 

(z:,y)ERo u 0 = Uo - a2U~ = U1: + a4 

This requires, however, that we have segmented the uy = u, + a3 
image into regions corresponding to the background u1:1: = U1:1: - a2 

v'r = Vz- a3 
~ = vy + a4 
tlz:1: = Vr1: 

and the moving objects. We consider a scheme that u~Y = Uzy +at 
gives us the segmented image and the camera rotation u~, = Uyy 

~Y = Vzy- a2 
~Y = Vyy +at 

and zooming parameters simultaneously. The segmen
tation problem, as we see, depends on the distribution 
of the error values from a least-square error minimiza
tion problem we will formulate to determine the pan 
and zoom parameters. 

3.1.1 Identifying Moving Objects 

Simply, the idea is to take advantage of the facts that 

• The flow is a quadratic function of image position 
over the background region. 

• Over the region corresponding to moving objects, 
the flow consists of two components, one which 
is the same quadratic function of position as over 
the background region, and the second which is 
due to the motion of the object. 

For the object, let us denote the first component as 
noise, and the second as the signal2 • If the signal com
ponent is small (object moves by only a small amount), 

2 Which of the two components is considered as noise and 
which is denoted signal depends on the objective. Since our goal 
is to segment the image into two regions, background and moving 
objects. its is the flow due to the object motion which allow us 

to do this. as we see soon; thus, the choice of the term signal for 
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This is different from the flow over the background 
region: 

We use this fact, the difference in the flow coefficients 
over the two regions, to segment the image. To do this, 
we consider a region around each image point { i, j}. 
For convenience, a square region R;; of size n x n lS 

used ( n can be as small as two pixels, but should be 
larger for more robust results). \Ve hypothesize that 
the region is a part of the stationary background. In 
this region, we compute, from a least-square formula
tion, the flow coefficients a by minimizing 

E(aii) = L [x-(-a2+a4z+a3y-a2z2+atzy)J2 
(z,y)ERi; 

this component of the flow. The more different the flow due to 
movin~ objects relative to that from pan and zoom, the better 
we can segment the two. However, if we want to determine the 
parameters for the rotation and the zooming action from a least
squares fonnulation over the whole ima~e. then the flow due to 
the moving object would be considered as noise. 
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+[il- (al- a3z + a4y- a2zy + a1y2)]2, 

where aii = (a1,a2,a3,a4) for pixel {i,j}. This is a 
quadratic error function, and the minimization prob
lem has a closed-from solution for the flow coefficients. 
We repeat the computation for each image point. 

The following observation are in order: 

• If the hypothesize is true, the flow model is exact, 
and thus the estimate a for the flow coefficients 
should be accurate up to the accuracy in the es
timated flow ( { z, iJ} in the region). Furthermore, 
the total error in the region E( a.•i) will be small. 

• If region Rt; contains a moving object, the flow 
coefficients Will be different from the ones for the 
background region. Further, since the flow mod
el is not exact in most cases (because of the flow 
due to the moving object), the total error for the 
region E( aii) is expected to be large. In very spe
cial cases, the flow model may still be accurate (in 
which case the error will be small), but the flow 
coefficients are still different. 

• If the patch ~; in on the boundary of a moving 
object and the background, the flow coefficients 
are such that they correspond to an average flow 
for the two regions. We expect the total error 
for the region E( aii) to be larger than that for a 
stationary background region. 

Based on these observations, we expect the points in 
the background to give a r;ood estimate of the true 
flow coefficients corresponding to the camera pan and 
zoom, a. Further, the error in the quadratic fit for 
these points is expected to be small. The estimates 
of the coefficients from the regions corresponding to 
the moving object will be erroneous, and the error 
in the fit is expected to be large. Points for which 
the computation of the flow coefficients are done in 
square regions that include the boundary between the 
background and the moving object have error values 
in between those for the background and moving ob
ject points. We can thus segment the image based on 
some appropriate threshold T for the squared-error in 
the quadratic model, E(a*i). That is, we label a point 
as a background point, if E(aii) < T. Other points 
with larger errors than T wiU be labeled as object (or 
non-background) points. We can improve the results 
by checking for consistency in the estimated flow coef
ficients over all background points. We can do this by 
testing if -

la*i -- al2 ~ l, 
where ii is the average flow coefficient vector over al
l points labeled as background points, and l is some 
error threshold. If this test fails, the point is not con
sidered in the next computation. Note that the misla
beling is inevitable for some points near the boundary 
of the object and background. In fact, this is a sim
ilar problem to segmenting a noisy binary image in
to the background and object regions, by choosing an 
appropriate threshold (if we treat the error as noise
corrupted gray values in a binary image). In most cas
es, there is some mislabeling of the boundary points 
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due to spread in the distribution of the error values. 
However, this is not so important since the goal at this 
point is to identify a large portion of the background. 
Therefore, we need to set the threshold low enough 
to make sure that only background regions have been 
included. Once this is done, the next computation
al stage is to determine the flow coefficients over all 
points labeled as background by minimizing 

E(a) = E [z- ( -a2 + a4z + a3-- a2z2 + a 1zy)]2 

(%,,)eA. 
+LY- (a1-- a3z + a4y-- a2zy + a1r)]2, 

where /4 is the region labeled as the background. Let 
us denote the solution as a = ( a~l' ci2, ci3, ci4)T. This 
gives the estimated ·solution for the camera rotation 
and zooming parameters. We can now subtract it out 
from the total flow over the region labeled as moving 
objects (the non-background region): 

[
uo] [--a~2 + ci4z + ci3y -- a~2z2 + ci1 zy] 
~ = To -- lll -- cf3Z + cf4yQ-- aA2ZY + cf1r · 

It is conceivable that some of these points are back
ground points. Where this is the case, the residual flow 
estimated from the above equation should be very s
mall. 

Points which passed the error test, but not the con
sistency check in the flow coefficients, are typically 
points on the boundary. We can adapt a heuristic for 
how to treat them more intelligently. Alternatively, 
another approach is to use edge information, if avail
able. Points on the background side of the edge are 
labeled as background, and those on the other side are 
labeled as moving object points. Or we can determine, 
for each point, the discrepancy in the flow with that 
predicted by the pan and zoom model. This is differ
ent from the error computed earlier, which depended 
on the total error in a square region around the point 
(and tends to smooth out the error function over the 
boundary). Based on the new error value, we can de- · 
cide how to label the point. We have not implemented 
any of these ideas yet·, but plan to do so to improve 
the segmentation. 

4 Experimental Results 
In this section, we present results of four experi

ments with real images. These experiments demon
strate our proposed scheme for decomposing the op
tical flow field resulting from a moving object in the 
presence of camera pan and zoom action, in order to 
extract the moving object from a background. All ex
periments were done on a 64 x 60 image. The optical 
flow fields were computed using the method described 
in (3] based on a generalized brightness change con
straint equation (any other method may be used). The 
size of the square regions of ther computation of the 
flow coefficients is 8 pixels on each side. The threshold 
used for segmentation is the first minimum in the error 
histogram. 

The scene for this example is shown in Fig.l. Fig.la 
is the original (before subsampling) reference image 
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(512x512), showing a piece of rock on a texture back
ground. The experiment involves both rotation about 
y-axis (pan) and the zooming of the camera (The im
age after motion is not shown here). No prior knowl
edge of the real values of the pan and zooming param
eters was available, because the camera was manually 
turned by a small angle about they-axis and the lens 
focal length was manually changed (zooming). The 
motion of the object is along they-axis direction. 

Fig.lb is the computed flow field. The flow coeffi
cient were computed as described in section 2.1.1; that 
is, by minimizing, within a square region centered at 
each image point, the square of the discrepancy be
tween the computed flow and that predicted by the 
quadratic model. Fig.1c is the histogram of the errors 
for all the image points. In this graph, the z-axis indi
cates the error and y-axis is the number of points which 
have the same error value. A threshold of T = 1.8 
was used to separate the object from the background. 
Points where E < T were labeled as the background. 
All other points were labeled as the object. No consis
tency check was applied because we have yet to deter
mine an accurate estimate of the flow coefficients (due 
to. inacc_urate knowledge o~ camera parameters). De
spite this, good segmentatiOn has been obtained (see 
Fig.1d which is the segmented object, and the flow due 
to object motion after the flow due to pan and zoom is 
subtracted out). The explanation for this behavior is 
as follows: The estimation of 3D parameters from 2D 
image data depends on the knowledge of calibration 
parameters, both intrinsic and extrinsic. In our case 
the important parameters are the intrinsic ones th; 
focal length, the image center, and the y to z ~pect 
ratio .. We have ~ coarse estimates of these param
eters In our algorithm. Any error in the knowledge of 
these parameters affects the estimates in the 3D cam
era pan and zoom parameters. Despite inaccurate esti
mates of these parameters within each square window 
the error in the quadratic flow fit is small because th~ 
flow model is still accurate. Therefore we can do seg
mentation based c;>n the error alone, ;ven though the 
actual fl~w coefficients may not be accurate. Yet, it is 
encouraging to know that the method is insensitive to 
accurate knowledge of these parameters. 

Fi~.1e shows the flow field for the moving object 
superimposed on the image. Fig.1f is the flow over 
the whole image after subtracting out the camera pan 
and zoom flow. Over the background region this is 
the ~iscrepancy between the computed flow ~d that 
predic~ed by ~he r_ot~tion and zooming model. Over 
the obJect regiOn, It 18 the same flow shown in Fig.1d. 

The next three experiments are simulations of vari
o_us eve~ts du!ing t~e Desert Shield and Storm opera
tions. Fig.2a IS the Image before motion of the camera 
and the object, a toy soldier, on a sandy surface (back
grou~d): Th~ objec~ moves a short distance along the 
x-axis duectlon. ThiS experiment was designed in such 
a w~y that the flo~ ~ue to camera pan and the object 
mot~ on ar~ very similar (parallel to the z-axis) in the 
~ovt~g obJect ~rea, and the net flow due to object mo
tiOn Is quadratic. Fig.2b is the computed optical flow 
field. Fig.2c is the histogram of the errors. A thresh
old ofT = 1.5 was used for segmentation. Fig.2d is 
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the flow field for the moving object, after subtracting 
out the camera pan and zoom. Fig.2e is the same su
perimposed on the image. Fig.2f shows the flow over 
the whole image after subtracting out the camera pan 
and zoom flow. 

The next two experiments show that the consistencv 
of the results with a large depth discrepancy betweeit 
the object and the background. Fig.3 shows the result
s of _the thi~d experiment. T~e ~bject is an attacking 
~ldter movmg alo~g the_z-~ duection. Fig.3a is the 
Image before motion. Ft~.3b IS the computed optical 
flow field. Fig.3c is the hiStogram of errors. A thresh
old of T = 1.5 was used for this case. Fig.3d is the 
~ow field for points labeled as belonging to the mov
mg object. The same is shown in Fig.3e, superimposed 
on the image. Fig.3f is the difference flow between the 
computed flow and that predicted by the pan and zoom 
model, over the whole image. Fig.4 shows similar re
sults for a toy truck and soldier with a threshold of 
T = 2 for segmentation. 

5 Summary 
We have studied the problem of segmenting the im

age of a scene to localize moving objects with the cam
era undergoing a simultaneous rotational motion and 
~ooming action. One particular application is in video 
rmagery, comprising of multiple moving objects. In 
addition, the camera may zoom and pan frequently to 
focus on some objects of interest. 

We have showed how the segmentation of the flow 
due to the moving objects and due to the camera action 
can be achieved by determining the camera zooming 
and pan parameters from the flow in a region, expected 
to be the stationary background. These parameters are 
found in closed form by minimizing the discrepancy 
between the computed flow and that predicted due to 
a zooming and panning motion. Experimental results 
have been given to support the analysis. 
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A STEREO MATCHING TECHNIQUE USING ORTHOGONAL TRANSFORMATIONS 

Malek Adjouadi. Frank Candoc~ and Habibie Sumargo 
Department of Electrical and Computer Engineering 

Florida International University. University P~ Miami, Florida. 33199 

Abstract: The recovery of depth information from two
dimensional (2-D) images constitutes an important task in 
robotics applications involving the automated guidance of 
roving robots and manipulators with hand-eye coordinated 
systems. It is well known that depth information is 
inversely proportional to the disparity measure sought in 
the 2-D images. This paper presents a unique stereo feature 
matching method that extracts the disparity measure in 
order to recover the depth information. In this method, a 
stereo pair of images are transformed row for row into 
strings carrying the Walsh coefficients as attributes. The 
choice of the Walsh coefficients in contrast to other 
onhogonal transform coefficients is due to their 
computational simplicity and their simple interpretation. 
The stereo matching technique applied here adopts and 
integrates all the fundamental steps of the stereo vision 
problem, namely: feature detecting, searching for a 
potential match, bringing the two strings into 
correspondence if consistency is found. and extracting the 
disparity. To attenuate the effect of noise a preprocessing 
step involving Gaussian filtering precedes the matching 
process. Experimental results proving the effectiveness of 
the proposed method are presented and analyzed. 

I. INTRODUCTION 

Perhaps the most critical task inherent of the 
stereo vision problem is the characterization and 
identification of matching features •through their stereo 
projections. A guiding principle involves three basic steps: 
(a) locate a given feature in one of the images of the stereo 
pair; (b) identify and locate its match in the other image of 
the stereo pair; (c) bring the two features to correspondence 
and measure their disparity. These basic steps sound rather 
simple to achieve, and they are in a synthetic world. In the 
real world, however, this problem is complicated by the 
presence of noise, geometric distortions, occlusion, and 
discontinuity in the illumination, among others. It is clear 
that certain constraints must be fully utilized to overcome 
these drawbacks. Most critical of these constraints are: (a) 
the camera system must be very stable satisfying the 
epipolar line constraint to allow for a controlled and ordered 
feature search strategy; (b) the uniqueness constraint, which 
in its definition states that a given feature point or element 
in the image may be assigned at most one disparity value, 
confines the search strategy; and (c) the continuity 
constraint drawn from the cohesiveness of matter, which 
brings some credence to filtering as a preprocessing step to 
atte~uate the effect of noise points [1, 2]. 
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In the past few years various techniques with 
various degrees of success have been reported [3-8]. The 
main theme in the solution of the stereo vision problem is 
to identify and determine the most appropriate matching 
primitives and matching rules to identify the potential 
matches, and consequently derive the disparity measure. In 
the search for the most effective matching primitives and 
matching rules, the important aspects of simplicity in the 
implementation and processing time remain as critical 
issues [6, 7]. In this search also, it is evident that the 
stability (insensitivity to small variations) of the matching 
primitives. and the practical soundness of the matching 
rules constitute the key issues for a successful overall 
search and matching strategy. 

The method presented here addresses these pressing 
issues and demonstrates through experimental 
implementations the soundness and feasibility of the 
method. This method is designed as an orderly process 
consisting of the following steps: (a) detecting and locating 
features, (b) searching for a potential match, (c) providing 
support through global consistency to declare a potential 
match a correct or an incorrect match, and (d) extracting the 
disparity measure. Throughout this process, we avoided 
setting any unnecessary thresholds or bounds in measuring 
feature resemblance or in assessing potential matches. 
Still, subjective decisions had to be made in the choice of 
the standard deviation of the Gaussian ftlter, and in the 
threshold of what constitutes a feature point from the 
amplitude difference in the frrst derivative (first Walsh 
coefficient). The soundness of the matching primitives is 
due in great part to the orthogonality principle of the Walsh 
transformation, and to the fact that the overall search and 
matching strategy is designed as an integrated and gradual 
process of highly discriminating steps, where in the fmal 
analysis, not only that the features are matched, but the 
disparity measure is directly extracted from the matching 
result itself. 

II. A VISION SYSTEM MODEL 

An important motivating factor in the 
implementation of the proposed stereo method. is the 
design of a vision system model, wherein the disparity map 
is now an integral part of the input to the many ensuing 
visual processes for scene segmentation, object recognition, 
interpretation and understanding. This vision system model 
is shown in Figure 1. The inputs to the main visual 
processes are the input image(s) f (x ,y ), the disparity map 
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d(x, y), and t for time-varying images. In many robotics 
applications. using this dimensionally-augmented system 
( 2 Y2-D image representation) will undoubtedly yield 
enhanced image analysis and interpretation. Such a vision 
system model will be ideal for the automated guidance of 
roving robots and manipulator tasks with hand-eye 
coordinated systems. 

Ill. GEOMETRY OF THE CAMERA MODEL 

A single camera is used in this method to simulate 
the two-parallel-camera model shown in Figure 2. In 
displacing the camera, an attempt is made to satisfy the 
epipolar line constraint. A viewer-centered coordinate 
system and positive image planes are assumed. In this 
displacement of distance B in the X direction, another 
attempt was to maintain the camera's optical axes parallel 
in the two positions, pointing in the positive Z direction. 
With this camera configuration, the vertical disparity is 
zero, and the horizontal disparity is non-zero. and is 
inversely proportional to the depth information. With a 
positive image plane assumed, the reference point is the 
lens center defmed at point (x ,y, z)= (0,0,-f), with f 
denoting the focal length of the lens. Thus, the disparity 
measure is established through simple triangulation as 
follows: 

since Z2 = ~, and X2 - X1 = B, then 

x2 -x1 = d(x1,y1 ) =(!·B)/(!+ Z1 ) 
(1) 

where, d(x1 ,y1) is the disparity at point (x1, y1), and 
Zr = ~(x1 ,)'1 ) is the depth value at point (x1,y1). It can 
be noted at this point that since f and B are known 
quantities, depth Z at any given point (x,y) in the image 
plane can be estimated once d(x,y) is determined. It is 
thus evident. that the important task is in determining the 
disparity measure. It is important to stress at this point 
that the epipolar line constraint is the strongest and most 
critical constraint applicable to the stereo matching process. 
For this reason, a stable, well-calibrated stereo-head system 
should be utilized. Violation of the epipolar line constraint 
yields mismatches as well as unexpected matches of 
resembling features which are in clear violation of the 
uniqueness constraint. 

IV. APPLICATION OF THE WALSH 
TRANSFORM 

Given that the conditions of orthogonality, kernel 
symmetry, and kernel separability (equal functionality of 
the kernel in (x,u) and (y, v)) are met in the Walsh 
transform [9], the following relationship is established 
relating the transform W(u, v) of an image f(x,y): 
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W(u,v)=k1 (x,u)·f(x,y)·k1 (x,u), and 

f(x,y) = k1 (x,u) · W(u, v) · k1 (x,u) 
(2) 

Note that in the Walsh transform, the following relations 
hold for the forward , k 1 , and inverse, ki, kernels: 

(3) 

The kernel k1 (x,u) of the Walsh transform is given by the 

relation: 

n-1 

k
1
(x,u) = WAL(c,r) =II { -ll,(4 .8,+,{r) (4) 

i=O 

where c and r denote the column and row number of the 
Walsh transformation matrix, respectively. f3/P) 
represents the lh bit in the binary form of the number p. 
The Walsh transform is thus a matrix consisting of a set of 
orthonormal basis functions, with function values of either 
+1 or -1. These basis functions are mutually orthonormal. 

Before we provide an interpretation of the Walsh 
coefficients, let us indicate at this point that the Walsh 
kernel can be applied in the following different ways: 

(a) in the two-dimensional case: 
W(u, v) = k1 (x,u)· f(x,y) · k1(x,u) 

(b) in the one-dimensional case: 
W(u,y) = k1(x,u)· f(x,y) (5) 

(c) one row of the image at a time: 
Wr(u) = k1 (x,u)·(row)T 

In the application of any of the above tasks, the 
process can be performed in two ways: (a) in one single 
step where the dimensions of the kernel and that of the 
image are the same; or (b) in incremental steps (analogous 
to convolution) if the kernel dimensions are smaller than 
that of the image. 

4.1 Description of the Walsh Coefficients 

If two points p1 (x,y) and p2(x,y) are 
corresponding points on the two image planes of the stereo 
pair, then it is reasonable to assume and to expect that the 
neighborhood gray-levels of both points have the same 
characteristics. This assumption and expectation is based 
on both (a) the uniqueness constraint: and (b) the continuity 
constraint. These two constraints constitute the driving 
force in the application of the Walsh coefficients with 
respect to the stereo vision problem. 
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(a) Interpretation of the Walsh Coefficients 

Assume the following notation in a simple 
example of an nxn Walsh kernel applied to a given image. 
Consider the following: 

k1(x,u)·f(x,y)·k1 (x,u)=A·k1 (x,u)= W (6) 

The weight factor associated with the kernel is purposely 
ignored at this point Let us also define the following 
differential operators: 

1.=[1 -1]; (l...) =[1 1 -1 -1] ax ax 2p 

( a) az-- - = [ -1 -1 1 1 ]; and - = [ 1 -1 -1 1] 
ax 2p ax 

! denotes the frrst derivative of two neighboring points, 

and ( ! l. denotes the first derivative of two two-point 

neighborhoods. The (2*) notation is used in view of the 
operator's resemblance to the second derivative operator 

a2 
given by ax2 = [1 -2 1). 

Given the above defined operators, the following 
relationships are thus established. In these relationships, it 
is assumed that the Walsh kernel is sequency ordered. 

j=O 

w,, = [~,; 

wi2 = [~j; 

j = 0, 1. · · ·, n - 1] · (l...)T 
ax (n/2)p 

( 
a2· )T 

j = 0,1,···,n -1] · - 2 ax (ll/4)p 

j = 0,1,···,n -1]·U(l...)T 
11/4 ax 2p 

( 
a2· )T 

j = O,l,···,n -l]·lJ iJx' 
(J) 

j =O,l,···,n-1]·1)(!)' 

Note that if the weight factor (1/ N) is considered 

in the Walsh kernel. then ~i will be the mean gray-level 

value of the ih column of the image and W 00 will be the 
mean gray-level value of the image. All ~i elements will 
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be affected by the weight factor (1/N), and all WrJ 

elements will be affected by the weight factor ( 1/ N 2
). It 

should also be noted that for j = 0,1,···,n -1, the elements 

(~1 ; i=0,1,···,n-1) are functionally equal to the 

elements WiJ{Wi1; j = 0,1,···,n -1) for i = 0,1,···,n-1. 

The difference is that the ~i elements are the one 

dimensional Walsh transform of a given column of the 
image, and the W ii elements are the two-dimensional 

Walsh transform of the nxn image where n is the size of 
the Walsh kernel used. 

Clearly, higher order coefficients may not be that 
evident to fonriulate given large Walsh kernels. However, 
there is an interesting relationship which can be established 
upon review of the Walsh basis functions obtained through 
therelation: k1 (x,u)·kJ(x,u)=W. Theelements Wu of 

Matrix W satisfy the relation: ~Vu = W01 . W10 • An 
illustrative example of an 8x8 ordered-matrix of Walsh 
basis functions is shown in Figure 3. 

(b) Significance of the Walsh Coefficients 

The coefficients of the Walsh series have the 
following merits: 1) The coefficients are mutually 
independent; therefore, the results of matching the 
coefficients are mutually independent 2) The computation 
of the coefficients is simple, involving only addition and 
subtraction operations. Furthermore, the decimation-in
time approach can be implemented to realize the fast Walsh 
transform. 3) The features present in the image are 
embedd¢ in all the coefficients, but in very specific ways. 
It is noted however, that the higher order coefficients yield 
smaller amplitudes, and can be considered as carrying less 
weight in their use as matching primitives. 

The application of the Walsh coefficients presented 
in this study serve two purposes: ( 1) Through the frrst and 
second coefficients which were related to the first and 
second derivatives, the feature locations are extracted by 
locating a peak in the first derivative and a zero-crossing in 
the second derivative, and (2) through the complete set of 
strings of incremental ~-varying Walsh coefficients of the 
rows of the stereo-pair of images, these features are brought 
to correspondence in order to obtain the disparity measure. 

V. TRANSFORMATION OF THE STEREO 
IMAGES TO WALSH ATTRIBUTES 

In order to apply the string-to-string matching 
process which is described in the next section, a stereo-pair 
of 2-D images are frrst decomposed one row at a time into 
1-D Walsh-transformed profiles composed of incremental 
~ -varying Walsh coefficients. We let ~ ( ~) and B l ( ~) 

denote the strings of the left and right k'" row of the stereo-
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pair of images, and whose attributes are the incremental ~ -
varying Walsh coefficients: 

where T denotes the transpose of the vectors. The variable 

~ is used as a measure to denote the location of an image 

featme. 

The ~-varying Walsh coefficients are determined 

for any given row as follows: 

consider the k'h row of an NxN image given by: 

(9) 

then, using an nxn Walsh kernel and conforming to 

formulation 5(c), the~ -varying coefficients are determined 
as follows: 

fori= 0,1, ... ,n -1 
It-) 

ai(~)= L,wAL(i,j)·xi<i+~>' where ~=0,1,···,N-n (10) 
j=O 

and xi(i+~> denote the elements of the given row. 

The same results can be obtained using matrix 
representation of the row such that a direct matrix 
multiplication of the Walsh kernel by the row yields the 
desired results. In this case, we have the following 
representation: 

xk{N-"> l 
xk{N~-n 

xk<N-n 

then, 

~(~)=[ao(~) at(~) a2(~) ... a,_l(~)r 
=WAL(i,j)·row1 , ~=0,1,···,N-n (11) 

where~ is a given column of rowk 

An illustration of these ~-varying Walsh 
coefficients is given in Figure 4. 
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VI. THE STRING-TO-STRING MATCHING 
PROCESS 

The overall string-to-string matching process 
consisted of the following steps: 

(1) Detect the features and identify their locations. 

(2) Determine the features with potential matches. 

(3) Search for global consistency to bring support to 
these potential matches. 

(4) Extract the disparity measure for matched featmes. 

This process may sound complicated but is 
actually simple to implement with a very efficient 
execution time. These results are analyzed in section vn. 

6.1 Feature Detection and Location Extraction 

Image features are said to exist where noted peak 
values found in the first Walsh coefficient (frrst derivative) 
coincide with the zero-crossing found in the second 
coefficient (which is analogous to the second derivative). 
The variable ~ provides the location of the feature. An 
example of feature location extraction of a given row is 
given in Figure 5. 

6.2 Stereo Matching Based on The Relational 
Amplitude Characteristics of Features 

The following stereo matching approach adopts in 
a unique way the steps outlined in the beginning of section 
VI. The implementation consisits of the following steps: 

Stepl: Determining a reference row to begin the 
feature search strategy: at a given k'" row of the 
stereo pair of images, determine which of row, in the left 
or in the right, has the least amount of features detected. 
Denote this row as the reference row. If both left and right 
rows have equal amounts of features, choose one of them 
arbitrarily. 

S tep2: Search for features with specific 
relational characteristics: Using the reference row, 
detect the feature location ~max 1 where the frrst derivative 
llt (~) has a peak of maximum value in absolute amplitude 
(such a feature is considered the most prevalent feature). 
Similarly, detect the feature location ~max2 where the first 
derivative a1 (~) has a peak of second largest value in 
absolute amplitude. Given these feature locations, 
establish the following strings for a later comparison: 

Arif(~maxl) = [ a0 (~maxl) ~ (~nwtl) 

Aref(~maxl) = [ao(~l) ~ (;nwt2) 

a,_1 (~mall~)] 

a,_1 ( ~maxl)] 
(12) 
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S te p3: Search for a potential match: A potential 
match in the other row (non-reference row) of the stereo 
pair of rows is determined when the following relation 
holds: 

~eA ;max.,)- Bnret( ;p.,) = min[Aref( ;max.,)- BnrrA ;j )] (13) 

where j = 1,2, ... ,k1 

where k 1 denotes the number of features found in the non

reference row. For the min operation of the vector 
difference above, let 

It-) 

yt(j) = ~tf (;max.,)- Bnref (; p.,) = :f., lai (;max-')- bi (; j >I (1
4

) 

wherej = 1,2, ... ,k1 

The potential feature match is that one which is found at 
location ; j to satisfy the relation: 

min[ yt(j), j = 1,2, ... ,k,] (15) 

The variable tJ is used as tJ = 1 when checking for a 
potential match of the feature found at location ;mut, and 
tJ = 2 when checking for a potential match of the feature 

found at location ; max2. 
Step4: Verify if the consistency constraint is 
satisfied: The consistency constraint is based on the fact 
that if features are to match, it is expected that their 
disparities will be similar in the left and right images of the 
stereo pair. The following disparity measures are thus 
comJmed: 

dref = j;mul - ;mall21• ·and dnref = l;p) - ;p21 (16) 

If dref = dnret within an acceptable offset error e due to 

camera distortion, the potential match is declared a correct 
match. When a correct match is found, the features 
matched will be removed from any subsequent matching in 
order to satisfy the uniqueness constraint. It is noted at this 
point that in the process of going back to step 1 above for 
the next match, the former location ;max2 will now be 

found to be the new ; mul • 

Step 5: Extract the disparity measure: The 
disparity measure extracted is a direct result of step 4. 
Thus, when consistency is found, the disparity d is simply 

d = (drq =: dnrrf) 
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VII. EXPERIMENTAL RESULTS 

Two examples of the experimental results obtained 
using the Walsh-based matching approach described in this 
paper are shown in Figures 6 and 7. An analysis of the 
results is given in Table I. All the images used were of 
size 256x256 pixels. The results show that a high 
percentage of the features detected were matched. The 
execution time of the overall process for the many images 
considered ranged approximately from 4 to 15 seconds. 
This time was feature amount and filtering dependant. The 
disparity maps of the examples shown are displayed as 
white bars in the horizontal direction. It should be noted 
that the more features detected the more is the likelihood for 
mismatches. It is also worthy to note that the execution 
time is not proportional to the amount of features detected. 
The percentage increase in execution time is significantly 
less than the percentage increase in the amount of features 
detected. 

Table I. Stereo Matching Results. 

Image (j Points To Points % Execution 
Match Matched Matched Time (sec) 

Objects 1.5 2123 1947 91.71 14.82 
Halfway 1.0 2136 1796 84.08 14.14 

VIII. CONCLUSION 

This paper establishes the merits of the 
application of Walsh coefficients toward a solution to the 
stereo vision problem. These coefficients are used as 
attribute functions of an incremental variable ; not only to 

extract feature locations, but to bring these features to 
correspondence as well. The computational simplicity of 
the implementation along with the excellent results 
obtained make this approach a very attractive one in its 
application to the stereo vision problem. The required 
processing time of the overall computer implementation of 
this Walsh-based ·method depended of course on the 
complexity of the scene, that is on the amount of features 
to be matched. This execution time included the execution 
time of the Gaussian filtering algorithm. 

It should be stated that the method presented here 
does not extend to treat the problem of surface 
reconstruction, but determines disparity at extracted feature 
locations. The contribution of this study is in the fact. that 
by using the orthonormal and linearly-independent Walsh 
coefficients as incremental ; -varying one-dimensional 
functions, both the uniqueness and the ordering constraints 
are integrated into a single matching process. Furthermore. 
since the frrst and second Walsh coefficients relate to the 
first and second derivative, they are also used in extracting 
exactly the features locations. 
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epipolar geometry. 
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Figure 4. Walsh Attributes of a Given Row (row 110). 
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Figure 6. Scene Disparity and Segmented Regions of a Hallway Illustrating Object Disparity. 
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Figure 7. Scene Disparity of Objects and Segmented Regions Illustrating the Objects' Disparity. 
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Computing Optical Flow for Scenes with Time-Varying Brightness * 

Shahriar N egahdaripour 
Electrical & Computer Engineering Dept. 

University of Miami 
Coral Gables, FL 33124 

Abstract 
In earlier papers, we proposed a generalized image 

motion constraint equation for the computation of op
tical flow in applications where the image brightness of 
a scene point is allowed to vary with time due to illu
mination non-uniformity, light source motion, shading 
effects, specular reflection, interreflection, etc. This 
constraint equation is derived from a differential im
age brightness model which allows linear transforma
tion, described by a multiplier and· an offset field, of 
the brightness of a scene point from one instant of time 
to the next. In a range of experiments, we have shown 
the improved performance of our model relative to the 
brightness constancy model commonly used in meth
ods for the computation of optical flow, and another 
model proposed for computing optical flow for shad
ed scenes. In this paper, we investigate some inherent 
properties of the model in an implementation which 
assumes the constancy of image motion and transfor
mation fields within small windows. We will show that 
care must be taken in the estimation of image deriva
tives using finite difference methods to avoid a bias in 
the solution due to events that contribute to brightness 
variations in the form of a multiplier field. We sug
gest a simple modification to overcome this problem. 
We also show how a bias in the brightness transfor
mation fields can be removed. Experiments with real 
images are presented to evaluate the performance of 
our method. 

1 Introduction 
In computer vision, researchers work on the devel

opment of techniques/systems that enable recovery of 
information about an environment from images. How
ever, dynamic scene analysis for uncontrolled environ
ments is a difficult task since many events take place 
simultaneously, each having its impact on the ima~e. 
Some examples are variations in the geometric and/ or 
radiometric properties of the illumination source and 
the sensor, of the scene object (location, orientation, 
and/or reflectance properties), as well as the medium 
characteristics. Most computer vision researchers a
gree that the development of a model, of how impor
tant scene events in a particular environment affect the 
image, is necessary to recover accurate quantitative in
formation about the scene. 

In motion studies, one is primarily interested in de
termining how _variations in image brightness pattern-

• Funding for this research was provided by NSF under grants 
IRI-8910967 and BCS-9017179. 
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5600 U.S. 1 North 
Fort Pierce, FL 34946 

s, commonly referred to as optical flow, are caused by 
the motion of an object (or parts of, or points on, the 
object) relative to the imaging device. Many meth
ods for solving this problem have been proposed, cat
egorized as differential, matching, energy-based, and 
phase-based methods (e.g., see [I] for a description and 
comparison of some of these methods)_. This paper 
is mainly concerned with the analysis of a differential 
method for the computation of image motion based on 
a model proposed earlier by the authors. 

In addition to the image flow, we compute bright
ness variation of points on the surfaces of the scene 
which encode useful information about time-varying 
scene events, such as motion of the source and the 
camera, the surface reflectance properties, etc. The 
reader should take special note of the fact that the 
model is not restricted to the differential formulation 
investigated in this paper. In fact, a correlation-based 
approach is being investigated to deal with large image 
displacements, which will be reported elsewhere. 

2 Background 
Past research work on the computation of optic flow 

from time-varying imagery has mainly dealt with sce
narios where optic flow is dominantly due to motion 
effects. In doing so, it has been typically assumed that, 
in the absence of other scene events, the brightness of 
a surface patch remains relatively constant as the sur
face moves in the environment relative to the viewer. 
This is the so-called brightness constancy asswmption, 
which can be written 

e(z + z,6t, y + Ytbt, t + 6t) = e(z, y, t), (1) 

where e(z, y, t) is the image brightness function of a 
point [z, y] at time t, and r, = [z,, y,] is the image 
velocity of r (optic flow) from one instant of time t to 
the next, t + 6t. A first-order approximation of this 
model results in the classical optical flow constraint 
equation: 

eJ:Zt + e,y, + e, = 0, (2) 

where [eJ:', ey, e,] is the spatia-temporal gradient of 
e(z, y, t). A large body of motion literature includes 
methods t&at employ the above constraint equation, 
in one form or the other, to recover the scene or im
age motion from time-varying images, pioneered by the 
classical method proposed in [4]. -

Conceptually, solving the optic flow problem using 
the brightness constancy model is equivalent to track
ing the images of the markings on the surface, which 
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are expected to maintain their brightness values in im
age sequences. The model is exact where the scene 
surface is Lambertian, and is either stationary as the 
camera moves, or its motion is dominantly translation
al parallel to the image plane. For other motions, the 
model seems to be a good approximation where the 
scene surface has rich texture or markings, such that 
brightness changes due to shading or surface foreshort
ening effects are negligible compared to those due to 
motion effects (e.g., see results in fl5]). It i~ not a good 
model in applications where brightness variations due 
to illumination non-uniformity and shading, cast shad
ows, changes in the reflectance of the surface or irradi
ance gain due to interreflection, etc., are as dominant 
as (or more dominant than) those due to motion of 
the camera relative to the scene. Typically, the contri
bution due to these events become more significant in 
regions of the image that correspond to surface patches 
lacking strong texture or markings. 

Some researchers have proposed dynamic image 
models which allow relaxation of the brightness con
stancy assumption (e.g., [3,7,14]) . Essentially, these 
authors propose new image flow equations that are 
expected to take into account variations in the sur
face irradiance and/or radiance due to various scene 
events. Schunck's model (14] is derived from an anal
ogy between optic flow and incompressible fluid flow, 
studied in fluid mechanics. Many, however, have ques
tioned the validity of such an analogy, and further
more no experimental results have been given for its 
support. The models proposed in f3] and f7] are es
. sentially the same. Cornelius & Kanade [3] suggest 
that the brightness of an object point need not remain 
the same from one sampling time to the next. To ac
commodate this, they introduce an "image brightness 
change field," de/dt, which can be nonzero: 

de 
dt = e%Zt + eyYt + et, (3) 

and is expected to take into account any variations 
in the brightness of a surface patch from one image to 
the next. The addition of the new term results in three 
unknowns at each image point, the two image motion 
field components and the brightness change field. To 
compute these at each image point, the authors suggest 
a method based on imposing the smoothness constraint 
on these fields, just as in (4,91 for the computation of 
the optical flow components based on the brightness 
constancy assumption. 
M~wa [7] starts with the Phong's shading model 

to arrive at a constraint equation for the image flow in
duced by the motion of shaded surfaces. His derivation 
results in the additional of a luminance difference ter
m, representing the brightness change field in equation 
(3). To distinguish between these two models, we take 
note of the fact that Mukawa's model describes the 
brightn~ ch~ge in terms of shading effects, rather 
than bemg a simple correction term, as in the model 
suggested by Cornelius & Kanade. Because of this he 
is able to estimate the shape and reflectance coefficient 
of the surface,-as well as the illumination direction in 
addition to image motion (see [8]). ' 

We have proposed methods for the computation 
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of optic flow based on a generalize differential image 
brightness model [10 ,11]: 

e(x+xtbt, y+ytbt, t+at)=M(x, y, t)e(x, y, t)+C(x, y, t), 
(4) 

which incorporates effects from events which change 
the image brightness of a point through a linear trans
formation. For example, if image brightness is modeled , 
as the product of an illumination field and the sur
face reflectance field, changes in these from one time 
instance to the next can be captured by the multipli
er field M. Other examples include applications of a 
sensor with computer-controlled aperture or exposure 
time to optimize image quality, to maintain a steady 
average brightness level, to prevent camera saturation, 
or to increase signal-to-noise ratio when illumination 
drops. In comparison, variations in irradiance gain due 
to interreflection or specular reflection, as well as satu
ration of the sensor in the dark or bright regions of the 
image due to large increase or decrease in illumination 
level rna¥ be modeled through the offset term, C. 

In [11j, we derived the first-order Taylor series ex
pansion of the model to arrive at a constraint equation 
for the computation of differential image flow: 

e, + e%xt + eyYt - em, - Ct = 0. (5) 

As before, r, = [x,, Yt] is the image motion, and m, 
and c, are temporal variations from one and zero, re
spectively, of the multiplier and offset fields, associated 
with the brightness change of a particular scene point 
from one frame to the next. In another paper [12], we 
have shown that this model gives considerably better 
estimates of image motion than the brightness constan
cy model (e.g. {4]), and improved results compared to 
Mukawa's shadmg model, using a range of experiments 
with real scenes. This included a comparison of the 
results with and without motion between frames un
der light source motion and varying intensity, specular 
reflection, inter-reflection, illumination attenuation in 
underwater imagery, etc. 

The objective of this paper is to investigate some 
inherent properties of the solution from a particular 
algorithm, assuming that the optic flow and the trans
formation (multiplicative and offset) fields are constan
t within small image regions. We will show that care 
must be taken in the estimation of image derivatives 
using finite difference methods to avoid a bias in the so
lution induced by multiplicative scene brightness vari
ations. We suggest a simple modification to overcome 
this problem. We also show how a bias in the bright
ness transformation fields can be removed. This is 
useful in applications where the transformation field
s encode information about the light source motion 
or intensity change, surface reflectance properties, etc. 
Experiments with synthetic data and real images are 
presented to evaluate the performance of our method. 

3 Least-Square Solution 
In a small image region, neighboring points have 

similar velocities, with the exception of points near 
motion or depth discontinuity boundaries. Similarly, 
the transformation fields vary slowly in most regions 
of the image, except near boundaries of illumination or 
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reflectance discontinuity, cast shadows, etc. It can be 
assumed that the optic flow and transformation fields 
are (approximately) constant within small image re
gions, which we take to be square windows of size n x n 
centered at each image point, for convenience. A least
squares formulation is then employed to estimate the 
four fields Xt, Yt, m,, and Ct at the center of the square 
1 

Minimizing the sum squared-error in the constrain
t equation over a n x n image region (square region 
is used for convenience), it is easy to show that the 
solution is obtained from: 

e2 erey -ere -er ][ Xt 

] n n [ 
r 

~[; 
erey e2 -eye -e, Yt " -ere -eye e2 e fflt 
-er -ey e 1 Ct 

n n [ 
-eret 

] =~[; 
-eyet (6) eet 

et 

Provided that the 4 x 4 matrix is not singular, a solu
tion can be derived in closed form. The computation 
is repeated for each image point. The solution of equa
tion (6), as well as most other gradient-based method 
for computing image motion, requires the estimation 
of image gradients using finite difference methods. In 
our method, special attention should be paid to choos
ing the appropriate mask. More precisely, a symmetric 
mask should be used to avoid certain biases in the so
lution, as we will show next. 

3.1 Discrete Gradients 
Let e( i, j, k) denote the image function in the dis

crete domain. The correspondence between ( i, j, k) 
and (x, y, t) is given by x = i6z, y =joy, and t = k6t, 
where { 6z, 6y} and ot are the spatial and temporal 
sampling intervals. Without loss of generality, we will 
assume 6x = 6y = ot = 1. 

A simple mask to estimate derivatives is the first 
difference operator. Horn (5] suggests the use of 2 x 2 x 2 
temp lets (Chapter 12). For example, 

,_ e(i + 1,j + 1, k)- e(i,j + 1, k)+ ; 4 
[ 

e(i + 1,j, k)- e(i,j, k)+ ] 

er ,_ e(i + 1,j, k + 1)- e(i,j, k + 1)+ · 
e( i + 1, j + 1, k + 1) - e( i, j + 1, k + 1) 

(7) 
Similar expressions can be written for ey and e,. 

To simplify analysis involving gradient expressions, 
we will use a notation equivalent to the Z-transform 

1 Parametric models have commonly been used in various vi
sion problems to formulate a well-posed problem (e.g., [2,6,13]), 
as in the optic flow computation to overcome the aperture prob
lem. Higher-order models may be asaumed, however, for a s
mall enough region, a zeroth-order ( comtant) model ia typically 
sufficient for most regions of the image. This corresponds to 
computing an average flow and transformation fields in a local 
neighborhood and tends to smooth the results. While it may not 
give an acceptable solution over motion and depth discontinuity 
boundaries, it typically gives more robust results in most other 
regions of the image, particularly in regions of weak texture. 
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operations. If we let e( i, j, k) - E , we then have 

e(i+l,j,k)-aE, e(i,j+1 , k)-{3E , e(i,j,k+1)-!E, 

where a, /3, and 1 are shifting operators. Similarly, we 
have e(i -1,j,k)--+- a- 1E for reverse, as well as e(i+ 
1, j + 1, k) --+- a/3E for cascaded shifting operations. 

Using our notation, we have 

[ 
(aE- E)+ (o:{3E- {3E)+ ] ; 4 er _... (aiE- iE) + (o:f3iE- f3iE) 
= (1 + ,8)(1 + i)(o:E- E)/4. (8) 

Similarly, we obtain 

ey--+- (1 + -a)(1 +!)(,BE- E)/4, (9) 

et--+- (1 + a)(1 + {3)(;E- E)/4. (10) 

3.2 Modeling of Image Brightness 
The coefficients in equation ( 6) depend on the par

ticular image being processed. To determine the gen
eral behavior of the solution, we need to consider a 
"representative" image. Alternatively, we may assume 
a statistical model for the image function, and approx
imate the necessary expressions using their expecta
tions. 

We assume brightness e to be a random vari
able with mean M. To describe its distribution, 
we model it as a tw<rdimensional first-order station
ary Markov process with the expectations £(E, E)= 
£(E2

) = R!, £(E, aE) = R~, and t(E, a{JE) = ~· 
Here, R~ is the aut<rcorrelation of the brightness, R~ 
is the cross-correlation of two adjacent pixels in 4-
connectedness configuration, and ~ is the correla
tion of two diagonally-connected adjacent pixels. The 
brightness values of non-adjacent pixels are uncorrelat-
ed. Therefore, we have, for example, E(a- 1E,o:E) = 
£(,8- 1 E, {3E) = [t:'(E)F = M 2

• \Ve may assume 
higher-order and/or other statistical models. Alter
natively, we may assume that the brightness of two 
adjacent pixels are independent (therefore, R~ = R~ = 
M 2 ). However, these will not be necessary, as the as
sumed model is sufficient to demonstrate our point. 

The coefficients in equation (6) are the sum of cer
tain moments of image gradient within image area un
der consideration, assumed to be a square window of 
size n x n centered at each pixel. If we make N = n 2 

large enough in the statistical sense, we can approx
imate these coefficients using the expectation of the 
corresponding moments. Based on this, we have 

e2 erey -ere -er 

])[ 
x, 

] 
r (c [ e.e. 

e2 -eye -ey fit y 

-erE -eye e2 e fflt 
-er -ey e 1 Ct 

=£[ 
-eret 

] -eyet (12) 
eet 
et 

Here, Xt, fit, mt, and Ct denote the expected values of 
the sought after unknowns. \Ve will use Xt, Yt, mr and 
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Ct to denote the true values. Calculation of the expec
tations in equation ( 12) using the assumed statistical 
brightness model is a tedious exercise in algebra. We 
consider two cases, next. 

3.2.1 Case 1: No motion 

Let us assume that there is no motion between frame 
k and k + 1, and that the only brightness variations 
are due to the transformation fields. H the algorithm 
is unbiased, we should obtain z., = z., = 0, y., = y., = 0, 
m., = m.,, and c., = c.,. We will see that the estimated 
parameters are biased when the 2 x 2 x 2 templets are 
used in the discrete computation of image gradient. 

We have 
£(e%) = E(e,) = 0. 

The summations in equation (6) are performed over 
an image area, not over a time interval. Therefore, 
we need only the statistics of brightness (and various 
derivatives) over an image area, not a time period. 
Statistics of terms involving time derivative can be ob
tained using the optical flow constraint equation. Us
ing our brightness change model with z 1 = Yt = 0, we 
have 

e., - Em., -c., = 0. 

Therefore, we obtain 

£(e.,)= m.,M +c.,. (13) 

It can be readily shown that E(e%ey) = 0. Evaluating 
the expectations of other terms, we obtain: 

Mz=d, (14) 

(15a) 

(15b) 

and 
mu = m22 = (2 + m.,)2(R~- ~)/4, 

m13 = m31 = m23 = m32 = (2 + m')(R~ - ~)/4. 
We know that z., = Yt = 0, but the first two equa
tions give it = Yt = -m., /(2 + m.,). Furthermore the 
trasformation fields are: ' 

ffit = fmt' and Ct = (m.,- m.,)M + Ct, (16) 

where 
_ (R~ + 2R? + m -4M2

) 

! ~ 2(R~ + m -2M2) 

\Ve see that the estimated flow it and Yt are erroneous 
as long as mt =/= 0. The estimated multiplier field is 
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not correct unless R; = Ri = R~. Also, Ct will not 
be correct unless ffit = mt. We note that the source 
of the bias is the multiplier field. In the absence of 
brightness changes due to events that are modeled as 
a brightness scaling, there would be no such bias. For 
example, there is no bias due to an event that con
tributes an offset in brightness from one frame to the 
next. This is not an issue in methods based on the 
brightness constancy model, where the transformation 
field are assumed to be zero. Needless to say, the opti
cal flow estimates from these methods will be erroneous 
where brightness variations due to some scene events 
are significant. 

The erroneous results are caused by phase shift
ing in discrete gradient calculations. The biases in 
the optic flow may be eliminated using a symmetric 
mask, however, the errors in the transformation fields 
remain, which will be hard to remove. A simple correc
tion which resolves both problems is to use the average 
brightness e over the same 2 x 2 x 2 support region of 
the gradient templet cubic block, in the least-square 
solution in equation (6), as we show next 2 • 

For the average brightness, we have e- (1 +;)(1 + 
.8)(1 + a)E/8. Replacing E with e in equation (12), 
and recomputing the expectations of each coefficient, 
we obtain 

where 

mu = m22 = (2 + mt)2(R~ - ~)/4, 

m33 = (2 + mt)2 (R~ + 2Ri + ~)/16, 
m34 = m43 = (2 + mt)M/2, 

' (17) 

d3 = mt(2 + mt)(R~ + 2R~ + ~)/8 + c1(2 + mt)M/2, 
d4 = mtM +Ct. 

Solving these equations, we obtain: 

Xt = Yt = 0, 
~ 2mt d ~ mt = --- an c.,= c,. 

2+mt 
(18) 

The recovered optical flow and the offset fields ( ac
tually, their expected values) are now correct. While 
the recovered multiplier is not correct, the true val
ue can be computed by a simple recalculation m, = 
2mt/(2- m,). The estimated multiplier m., from e
quations (16) or (18) is biased, however a significant 
difference should be emphasized. The earlier equation 
depends on the statistics of the image which needs to 
be estimated from the data. In the latter equation, 
the dependency is only on the actual mt. Hence, a 
correction can be made readily, as above. 

2 The is equivalent to making the center of the templet as 
the pixel location, hence introducing the necessary symmetry 
which results in removing the phase shifting. The distinction of 
whether the pixel location is at the center of the cubic block or at 
the lower bottom corner is irrelevant if the optic flow constraint 
equation does not involve the pixel location or its brightness, as 
in the brightness constancy model. 
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3.2.2 Case 2: Motion Recovery 

We now consider the interesting case where image mo
tion is nonzero , and investigate the error in the esti
mated motion and transformation fields. We consid
er a one-pixel motion in x direction, that is, Xt = 1. 
The motion in y-direction can be studied similarly, and 
can be combined with the analysis for the x motion 
to study any arbitrary image motion. The one-pixel 
assumption is necessary to obtain meaningful results 
from spatio-temporal image gradients, because of the 
assumed statistical model of the image function. For 
slowly varying brightness functions (and band-limited 
images), larger motions are allowed subject to the sam
pling theorem. We further assume that c1 = (}, without 
loss of generality, since bias in the solution is a result 
of the multiplier field. Therefore, we have 

e(i,j, k + 1) = (1 + mt)e(i- 1,j, k), 

which yields 

;E = (1 + mt)a- 1 E . 

Repeating the steps we followed in the previous case, 
we arrive at: 

where 

We have 

0 
ffi22 

0 
0 

. (20) 

mu = [ g! ::::)~['~)~~~- 2(1 + m,)M2 ] / 4, 

m~n = ((3+3mt+m;)R~+(1+mt)Rr-(2+mt)2 ~]/4, 

m -[(3+ 3mt + m;)R~ + (7 + 7mt + 2m;}Rr] 116 33
- +(4 + 4mt + m;)~ + 2(1 + mt)M 2 

' 

m34 = m43 = (2 + mt)M/2, 

d1 = -(1 + m,)(R~ + R~- 2M2)/4, 

d3 = m1 (2+mt)(R~+2R~+~)/8, and d4 = m,M. 

Solving these equations, we obtain 

x, = 

(1 + mt + mt)R~ + (1 + mt)RI- m;~- 2(1 + m1)M2
' 

(21) 
and Yt = 0. Equation ( 21) shows that there is an 
error in the the estimated flow. When the multiplier 
is relatively small, this error is negligible, and can be 
approximates as 

_ o _ m2 
( 

R2- R), ) 
!error! - R; + Ri - 2Af2 t. 
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As we see through examples of various experiments, 
the new error in the "modified" algorithm is much s
maller than the bias in our "non-modified" method 
(using the average brightness within the cubic temp let 
instead of the original formulation). We are currently 
investigating other corrections to remove the bias or 
any other error totally. 

4 Experiment Results 
In earlier papers [11,12], we have presented results 

of a variety of experiments to demonstrate the perfor
mance of the proposed model in comparison to other 
models. In this paper, we restrict attention to exper
iments, which we have conducted to support the an
alytical results presented in this paper. In particular, 
we investigate the performance of the modified algo
rithm in a variety of experiments with synthetic and 
real images. 

Some experiments involve brightness variations in 
an image sequence due to illumination change, change 
of camera aperture, or exposure time, without any mo
tion. A robust optical flow method should not only 
give accurate estimates of image motion, when these 
exist, but also should produce no motion, when the im
age brightness variations are due to events other than 
motion. Other experiments involve brightness varia
tions due to both motion and illumination effects. 

4.1 Sand Surface; no motion 
Figure 1a shows the image of a sandy surface, and 

figure 1 b shows the histogram of the brightness values 
(a Photometries camera with 12-bit gray level resolu
tion was used). The second image was generated syn
thetically by doubling the brightness of the first image. 
There is no motion from one frame to the next. There
fore, we have Xt = Yt = Ct = 0 and mt = 1. 

Figure 1 c-d show the histogram of the estimated 
flow components over the whole image using the non
modified method. As explained, this is an erroneous 
flow as a result of the brightness variation due to the 
synthesized multiplier field. Figure le-f shows the flow 
determined from the modified method. The improve
ment in the results is immediately noticeable, as the 
bias has been eliminated. Table 1 is a summary of the 
results based on the average of the flow and the trans
formation fields over the whole image. The average 
recovered optic flow from the (non-modified) algorith
m is %, = -0.276 and fit = -0.273. 

To determine the expected flow based on our the
oretical analysis, we estimated the average brightness 
of the first image, M = 155.8 (also see the bright
ness histogram in figure 1b ), and the auto- and cross-
correlations R~ = 2.469 x 10\ R~ = 2.448 x 104 and 
~ = 2.441 x 104 • Using equations (16), we obtain 
m, = 0.873 and it = Yt = -0.28. The esttmates based 
on the modified solution (17) is Xt = -0.26 x 10-6

, 

Yt = -0.56 X 10-7
, m, = 1.00, and Ct = -.054. We 

note that both estimates, from the non-modified and 
modified methods, are consistant with the theoretical 
results. 

\Ve have verified that the bias in the flow does not 
occur in the presence of an offset field, by increasing 
the brightness of every point in the sand image by 100 
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gray levels. The optic flow was zero, as expected (not 
shown here due to lack of space). 

4.2 Office Ceiling; no motion 
We repeated the previous experiment with a se

quence of real images of an office ceiling. After the 
first image (figure 2a) was taken, the camera aperture 
was increased to take the second image (figure 2b ). A
gain, there is no motion between the two images. That 
is, the true optic flow is zc = Yt = 0. The histograms 
of the two images are shown in figures 2c-d. As we ex
pect, they have a very similar shape. The histograms 
of mt and Ct, based on a linear regression model, are 
shown in figures 2e-f. The average values of the trans
formation fields over the whole image are m 1 = 0.492 
and c, = -7 .62. The average brightness change due to 
the multiplier field is 0.492 x 979.2 ~ 482 gray levels, 
while that due to the offset field is only -7.6 gray levels 
(here, M = 979.2 is the average brightness of the first 
image). This confirms our expectation that an aper
ture change causes brightness variations dominantly 
due to a multiplicative field. 

Figure 2e-f show the histograms of the compo
nents of the estimated flow based on the non-modified 
method, and figure 2g-h shows the same for the mod
ified method. Average results have been tabulated in 
Table 2. We note that the average flow from the non
mo.di~ed algorithm is i, = -0.156 and fit = -0.135. 
This IS an erroneous flow as a result of the bright
n.ess variation due to the multiplier field. The es
timate. based on the theoretical analysis using aver
age brightness M = 979.2, average auto-correlation 
R~ = 1.04x 106 , and cross-correlations R~ = 1.02x 106 

and m = 1.00 X 106
, is Zc = fie = -0.185. While there 

is some discrepancy between these two estimates we 
should remind the reader that the latter is determined 
from equations derived from an assumed statistical im
~ge model, which we used only to demonstrate the ex
Istence of the bias. The true value of the bias can 
vary from image to image based on the texture con
tents (gray-level variations and statistics). The esti
mates from the modified method are Zt = 0.016 and 
flt = 0.037. 

Similarly, the transformation fields were computed 
to be m, = 0.5 and c, = -14.7. It should be noted 
that c, is typically a few orders of magnitude larger 
than ot~er three .parameters (z,, !/1, and m 1 ). When 
a~er.age Image brightn~ is .about 1,000 or more (12-
bit Image), the error In estrmated c, ( 6c1 = 7 .08) is 
less than one percent. Also note that tbe error in av
erage brightness change due to the offset term has been 
~o~pensated ~y an approximately equal, but opposite 
m sign, error m the average multiplier (6m1 = 0.008), 
sca~ed by the a:verage image brightness M = 979.2. 
This can be easily explained, since the effect of an off
set on image bri~ht!less variation of a point is equal 
to that of. a multiplier scaled by the brightness value 
at th.at pmnt. Over a region, this holds approximately 
true 1fthe actual.values are replaced by the average val- , 
ues o":er that regiOn. Consequently, while there is some 
error 1n the transformation fields, the total brightness 
change mt E + Ct, as well as the optical flow are com-
puted with good accuracy. ' 
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4.3 Varying Texture; no motion 
The purpose of this experiment was to investigate 

the variations in the bias flow due to the scene texture 
content, and in the solution after the modified method 
is used. A plane with four different textured areas was 
imaged (see figure 3). The first area, the upper left 
is a piece of blue doth with white dots. The second 
area, the lower l~ft, is. a r~dom drawing. The third 
area, the upper r1ght, IB a piece of paper with printed 
letters. The fourth area, the lower right is a patch of 
carpet with fine texture. ' 

Two images were taken, with the 12-bit Photomet
ries camera, without motion, but the exposure time 
was changed. The exposure time was 0.2 and 0.1 sec
ond for the first and second image, respectively. There
fore, the first image is brighter than the second. The 
brightness ~istogram of the four 8.!eas are shown in fig
ure 4a-h. F1gure 4a-b show the brightness histogram of 
the first area in the first and second images, figure 4c-d 
shows the same for the second areas, and so on. The 
differences in the distributions for the four regions can 
be seen. 

The results of the experiment are shown in Table 3. 
The "true" transformation fields were estimated by a 
linear regression model applied to the brightness values 
in the first and second mages. For the four areas the 
computed multiplier m, were -0.470, -0.475, -0~475, 
and -0.468. The offset term c1 was 12.2, 11.9, 12.3, 
and 12.1, for the four areas. 

The biases in the estimated flow components from 
the non-modified method are about 0.28 pixel. The 
recovered multiplier field m, varies from -0.377 to 
-0.452, mainly due to different texture contents (re
member the dependency of the solution of the mul
tiplier field on the brightness statistics, for example 
the auto and cross correlations in our first-order mod~ 
el). When the modified method is used the recov
ered flow is near zero as it should be. The recovered 
multiplier field, me, for the four regions are consistent 
(varymg from -0.641 to -0.646), however biased as 
explained earlier. The corrected m, values were com
puted from mt/(2 - m1). These are more consistent 
with the estimates from the linear regression model. 
Part of the error in the multiplier field is compensat
ed by the error in the offset term, such that the total 
error in the brightness change, from reduced exposure 
time, is reduced. In other words, while we have over
estimated the brightness reduction due to the multi
plier field we have over-estimated the brightness gain 
due to the offset ter.m. For example, the brightness 
change error, for regiOn one, due to the multiplier ef
fect is -(0.470 - 0.486)x 671 =10.7 gray levels and 
due to the offset term is (12.2- 30.4 = -18.24' gray 
levels. The total error is only -7.5 gray-levels, com
pared to an average ec value of -303, or compared to 
an average brightness value of 671 in the first image. 

4.4 Sand Surface; motion 
This experiment involves the motion of the cam

era platform relative to the sand surface, illuminated 
by a point source. After taking image 1, the camer
a was moved along the x-direction by approximately 
0.45 pixels. · Furthermore·, several images were taken at 
the second position~ each after varying, both increasing 
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and decreasing, the light source intensity by different 
amounts (we refer to these as image 2.i, i = L, 2, ... , 6, 
which are not shown due to lack of space). The results 
of this experiment are given in Table 4. The first two 
columns correspond to image sequences where the il
lumination was decreased (that is, lower illumination 
from image 1 to images 2.1 and 2.2). The third col
umn corresponds to a case where the illumination was 
steady over both frames (same illumination from 1 to 
2.3). The last three columns involves image sequences 
where the illumination was increased (from 1 to 2.i, 
i = 4, 5, 6). These results have been tabulated in the 
order of increasing illumination, in the first to the last 
column. 

A linear regression model was used to determine the 
average multiplier and offset fields for each sequence. 
(To do this, we compared the brightness of image 2.i, 
i = 1, 2, ... , 6 with image 2.3. Since there is no relative 
motion between these images, the brightness change is 
due to change in the illumination). 

Figure 5 shows the recovered Xt for the two meth
ods -vs- the multiplier field. These results show that 
the brightness change due to varying illumination has 
some effect on the recovered optical flow .Xt when the 
modified method is used, but it significantly affects the 
estimate from the non-modified method. For the non
modified method, there is an obvious pattern where the 
motion is under-estimated for decreasing illumination, 
and over-estimated for increasing illumination. From 
Table 4, the behavior of the estimated Yt (expected 
true Yt is zero) is less dear, however less variations 
occur when the modified method is used. 

4.5 Sand Surface; synthesized motion 
Earlier analytical results showed that even with the 

modified algorithm, there is a error in the optical flow 
estimate proportional to the square of the multiplier 
field, when the multiplier field is small. In this exper
iment, we investigate this error. 

We use the sand image of experiment 1. The bright
ness values are then multiplied by ( 1 + me), where me 
is varies from -0.4 to 0.4 We then shift the image by 
one pixel in the x-direction; that is Xt = 1. 

Both the non-modified and modified methods were 
used to estimate the image motion. Table 5 shows the 
results. It can be seen that the error in Zt is less than 
3% for -0.2 ~ m, ~ 0.2. Further, figure 4 shows that 
the estimates from the modified method are in good a
greement with the analytical solution of equation (21). 
We should again emphasize that the analytical solution 
was derived based on the assumed statistical model of 
the spatial brightness variations in the image, which 
may or may not agree with the actual image data in a 
given situation. 

5 Summary 
We had proposed a new model for the computation 

of motion from time-varying imagery in the presence 
of brightness variations of points on the surface of the 
scene due to scene events (shading and shadow effect
s, surface reflectance changes due to object motion, 
etc.), illumination effects (change in light source posi
tion or intensity), or camera setups (change in aper
ture or exposure time). ~fany of these are events that 
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contribute to the variations of brightness in images of 
natural uncontrolled/unstructured environments. The 
model allows variations of brightness from one frame 
to the next, in the form of a linear transformation, 
characterized by a multiplier and an offset field . 

Earlier papers emphasize the performance of a par
ticular method we had proposed for the computation 
of optical flow based on this model, in comparison to 
other methods. In this paper, we investigated some 
characteristics of the solution of this method. In par
ticular, we have shown analytically the existence of a 
bias in the solution in the presence of multiplicative
type brightness changes (nonzero multiplier field), due 
to phase shifting in the estimation of brightness deriva
tives from non-symmetric masks. For example, in the 
absence of any motion, the algorithm gives an erro
neous flow in the diagonal direction, proportional to 
the multiplier field. We proposed a simple correction 
in the implementation of the algorithm to remove this 
bias. In the presence of motion, the same algorithm 
gives some error in the flow estimates, which is rela
tively small for small brightness variations (typically, 
of the order of 5% or less for a brightness variation as 
large as 30%, mt = ±0.3). We have also shown how 
errors in the transformation (multiplier and offset) can 
be corrected. Experimental results were presented to 
verify the theoretical developments. 

The emphasis of this paper was on the computation 
of the flow and improving the accuracy of the solution. 
Other work currently under investigation include the 
use of the transformation fields to learn about phys
ical events that give rise to them. An application of 
particular inter~t to us is in the operation of deep sea 
vehicles, which carry their own light source. For ex
ample, motion of the vehicle towards the scene results 
in an increase in the brightness level of the image, pro
portional to the motion. This information can be used 
to determine the vehicle motion, and to support com
putations based on the image motion. The proposed 
method is also practical where the camera aperture 
or exposure time is computer-controlled to maintain a 
steady average image brightness level, to prevent cam
era saturation, or to increase signal-to-noise ratio when 
illumination drops. 
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Table 1. Results of the sand-image experiment involving a synthesized multiplier field mt = 1; the average image 
brightness is M = 155.8, and the estimated average auto-correlation and cross-correlation were calculated to be 
R; = 2.469e + 4, Rr = 2.448e + 4, and R~ = 2.441e + 4. 

solution Xt Yt ffit 

true 0 0 1. 
analytical -0.28 -0.28 0.831 
non-modified -0.276 -0.273 0.84 
modified -0.26e-6 0.56e-7 1. 

Table 2. Results of the office-ceiling experiment with change of camera aperture and no motion; average image 
brightness is M = 979.2, estimated average autcH:orrelation and cross-correlation were calculated to be R~ = 
1.040e + 6, Rr = 1.021e + 6, and m = 1.004e + 6. The analytical solution is obtained using these estimate 

solution Xt Yt ffit Ct 

true 0 0 0.492 -7.62 
analytical -0.185 -0.185 0.465 15.7 
non-modified -0.156 -0.135 0.448 32.3 
modified 0.016 0.037 0.500 -14.7 

Table 3. Recovered flow and transformation fields for the image of a plane with varying texture in four quadrants. 
There is no motion between frames and the "true" transformation fields were computed from the two images using 
a linear regression model. The average brightness of the four regions in the first image are 671., 794., 937., and 
514., and the average et values are -303., -364., -433., and -228., respectively. 

area 1 area 2 area 3 area 4 
true mt -0.470 -0.475 -0.475 -0.468 
true Ct 12.2 11.9 12.3 12.1 
non-modified 
Xt 0.29 0.30 0.28 0.25 
Yt 0.28 0.28 0.27 0.24 
m, -0.440 -0.452 -0.431 -0.377 
Ct -7.1 -4.3 -28.1 -34.5 
modified 
Xt 0.004 0.004 0.003 0.005 
Yt -0.009 -0.010 -0.009 -0.006 
ffit -0.642 -0.644 -0.641 -0.646 
corrected mt -0.486 -0.487 -0.485 -0.488 
Ct 30.4 30.4 28.6 30.6 

Tab~e 4. Es~imated flow for sand-image with varying source intensity a~d x-motion of 0.45 pixel, using non
modified modified methods. The "true" multiplier and offset fields were estimated from a linear regression model. 

2nd image label 2.1 2.2 2.3 2.4 2.5 2.6 
true m, -0.18 -0.077 0.00 0.029 0.12 0.20 
true cc 2.44 1.22 0.00 -1.16 -3.08 -4.51 
non-modified 
Xt 0.29 0.35 0.41 0.47 0.54 0.58 
Yt 0.11 0.06 0.02 -0.04 0.02 -0.02 
modified 
Xt 0.43 0.42 0.42 0.47 0.48 0.46 
Yt 0.03 0.02 0.02 0.04 0.05 0.05 

Table 5. Estimated flow from the modified method for the sand-image with varying synthesized multiplier field 
(from -0.4 to 0.4) and one-pixel x-motion. 

ffit -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 
Xt 0.895 0.949 0.983 0.998 1.00 0.991 0.975 0.953 0.929 
Yt 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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ABSTRACT 

This paper deals with machine perception 
of fiat surfaces. For an observer that undergoes 
only translational motion in parallel to a planar 
surface, we show that a nonlinear function of 
optical flow produces the same value for all 
points on this surface, i.e., there is an optical
flow based invariant for all points that lie on a 
flat surface. We discuss some potential uses of 
this invariant 

1. INTRODUCTION 

The problem of constant perception 
despite varying visual sensations, i.e., how 
despite different images of the same scene, the 
world is perceived as stationary, has puzzled 
many researchers in the last five decades (see for 
example [1]). In an attempt to answer this ques
tion another basic question arises: Is there an 
image-sequence transformation under which per
manent properties of the environment are 
preserved during the motion of the eye? [1,6,7] 

This paper deals with machine perception 
of fiat surfaces. For an observer that undergoes 
only translational motion in parallel to a planar 
surface, we show that a nonlinear function of 
optical flow produces the same value for all 
points on this surface, i.e., there is an optical
flow based invariant for all points that lie on a 
flat surface. 

2. A FLAT SURFACE INVARIANT 

The optical flow generated by a point in 
3-D space as expressed in spherical coordinates 
is (See Appendix and [2-5]): 
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[ ~]- l [ - ;~:: :: 0 l [=~1~jl] 
~ - R -sin~ cos9 -sin~ sin9 cos~ -W-AY+BX 

(1) 

Refer to Figure 1. Assume that the z axis 
of the camera is perpendicular to the flat surface. 
For the case where the camera undergoes trans
lation only along its optical axis (the Y axis) i.e., 
A=B=C=U=W=O, Equation (1) becomes: 

[ ] [ 
sin9 cos9 l [ ] . --- -- 0 

~ _ l cos~ cos~ 0 + - /i - sin~ cos9 - sin~ sin9 cos~ -OV (2) 

For the restricted translational motion of 
the camera as mentioned above, the following 
geometrical relationship holds for all points on 
the flat surface: 

(3) 

By combining Equations (2) and (3) we 
obtain: 

[ ] [ 

cos9sin~ l 
~ _ V - cos~ 
~ - Z sin2~ sin9 

(4) 

From the last equation we obtain: 

9 ~ v 
tan~cos9 sin2~sin9 = Z 

(5) 

In Equation (5) 'V and z are constan~ for 

all poin~ on the flat surface, and thus - tan~a 

and ~ are constant for all points on the 
sin2~sin9 
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flat surface (they are also equal to each other). 
This also means that any point on the flat sur
face produces the same values of some funct_ions 

of optical flow which are, in our case, - tan~9 
and ~ . The value obtained from these 

si.n~in6 
optical-flow-based functions is invariant under 
the given motion. 

3. DISCUSSION 

In this short paper we presented an 
optical-flow-based invariant of a fiat surface for 
translational motion of a camera. The approach 
is a step toward the understanding of perception 
of 3-D rigid bodies. 

This invariant can be used to build topo
graphic maps from a camera that undergoes 
translation above a terrain, since for a horizon
tally translating camera each height above a cer
tain reference level corresponds to a value of the 
optical-flow-based previously-described func
tions. This invariant can also be used to detect 
obstacles on a fiat road using an on-board cam
era, since all points on the road will generate the 
same value of the previously expressed functions 
and any point above or below the road surface 
will produce a different value. 

In this paper the invariant is derived for a 
special motion of the camera, where it under
goes translation only along its optical axis (the Y 

axis) and the z axis of the camera is perpendicu
lar to the flat surface. However, by reorienting 
the camera and applying appropriate calibration, 
a less restricted result can be obtained. 

We are currently working on invariants for 
more general camera motion (in particular 
motions that involve fixation) and arbitrary 
shape objects. 
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APPENDIX: EQUATIONS OF MOTION AND 
OPTICAL FLOW 

This appendix describes the equations that 
relate a point in 3-D space to the projection of 
that point in the image for general six-degree
of-freedom motion of the camera. 

In the following analysis, we assume a 
moving camera in a stationary environment. 
Suppose the coordinate system is fixed with 
respect to the camera as shown in Figure A 1. 
Assume a pinhole camera model and that the 
pinhole point of the camera is at the origin of 
the coordinate system. We derive the optical 
flow components in the spherical coordinates 
(R-a~). In this frame, angular velocities (e and 
~) of any point in space, say P, are identical to 
the optical flow values at P' in the image 
domain. Figure A2 illustrates this concept 9 and 
~ of a point in space are the same as 9 and ~ of 
the projected point P' in the image domain, and 
therefore there is no need to conven angular 
velocities of points in 3-D space to optical flow. 
In Figure A2 the image domain is a sphere. 
However, for practical purposes the surface of 
the image sphere can be mapped onto an image 
plane (or other surface). 

We start with the derivation of the velo
city of a 3-D point in the XYZ coordinates (Fig
ure Al). Let the instantaneous coordinates of 
the point P be R = (X,Y,z)r (where the super-
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script T denotes transpose). If the instantaneous 
translational velocity of the camera is 
t = ( u, v, W)r and the instantaneous angular velo-
city is m = (A ,B ,c)r then the velocity vector v of 
the point P with respect to the XYZ coordinate 
system is: 

V=-t-coxR (Al) 

or: 

Vx = -U-BZ+CY (A2) 

Vy = -V-CX+AZ (A3) 

Vz = -W-AY+BX (A4) 

where Vx, Vy, and Vz are the components of the 
velocity vector v along the x, Y, and z direc
tions respectively. 

To convert from Rae~~ to XYZ coordinates 
we use the relations: 

X = R coscll cose 

Y = R coscll sine 

Z = Rsincll. 

(A5) 

(A6) 

(A7) 

Similarily, to convert from XYZ to Rae~~ coordi
nates we use: 

(A8) 

(A9) 

(AlO) 

In order to find the optical flow of a 3-D point 
in R a~ coordinates, we use the following rela
tions and transformations: 

Let v R, v 6 , and v • be the components of 
the vector v in spherical coordinates, and 

v.~= [ ~:] 

Vxn= [~:} 
Then: 

VRa. = [T.][T6]Vnz 

where 

(All) 

(Al2) 

(Al3) 

Sixth Annual Conference on Recent Advances in Robotics 
University of Florida, Gainesville FL, Aprill9-20, 1993 

r =9 
sine 

n= [Tel= -sine cos a 
L 0 0 

and 

Also: 

V6 = Ra cos111 

V•= Re 

X y 

:.Jx2+y2 :.Jx2+y2 

-Y X 

:.Jx2+y2 :.Jx2+y2 

0 0 

0 

0 (Al4) 

(Al5) 

(A16) 

(Al7) 

(Al8) 

where dot denotes first derivative with respect to 
time. 

Using equations (A2)-(Al8) yields the 
following expressions: 

[ Re ~•] _ [ -sinS cose 0 J [=~=g:~] 
R• - -sine!~ cose -sine!~ sine cooq. -W-AY+BX 

(A19) 

[~]- 1 [ - ;:: :: 0 ] [=~1~jf] 
ell - 7f -sine!~ cose -sine!~ sine coscll -W-AY+BX 

(A20) 

As mentioned earlier, 8 and ~ of a point in space 
(i.e., the angular velocities in the camera coordi
nate system) are the same as the optical flow 
components 9 and ~ (Figure A2). 
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Figure A2: Image Domain 
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