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John Gottman’s mathematical models have been shown to accurately predict a couple’s 

style of interaction using only the sentiments found in the couple’s conversations.  I de-

rived speaker sentiment slopes from 151 recorded dyadic audio conversations from the 

IEMOCAP dataset through an IBM Watson emotion recognition pipeline and assessed its 

accuracy as input for a Gottman model by comparing the cumulative speaker sentiment 

slope for each conversation produced from predicted emotion codes to that produced 

from groundtruth codes provided by IEMOCAP.  Watson produced sentiment slopes 

strongly correlated with those produced by groundtruth emotion codes.   An abbreviated 

pipeline was also assessed consisting just of the Watson textual emotion recognition 

model using IEMOCAP’s human transcriptions as input.  It produced predicted sentiment 

slopes very strongly correlated with those produced by groundtruth.  The research 

demonstrated that artificial intelligence has potential to be used to predict interaction 

quality from short samples of conversational data. 
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AN APPROACH USING AFFECTIVE COMPUTING TO PREDICT 

 

INTERACTION QUALITY FROM CONVERSATIONS 

 

 

The purpose of this research is to advance the goal of developing artificial intelli-

gence (AI) algorithms which can be used to produce input to John Gottman’s model of 

marital satisfaction and longevity (Gottman, 1993a).  The accuracy of a data pipeline us-

ing IBM Watson models to characterize sentiment expressed in dyadic conversations was 

assessed by comparing its characterization of couple conversations to characterizations 

developed from human-coded data. 

Gottman hypothesized that couples’ communication style between themselves 

predicted their marital satisfaction and marital stability long into the future (Gottman, 

1993a).  The Gottman model is a representation of couple affect as expressed in their dy-

adic conversations and it predicts which type of couple the spouses form, as well as its 

members’ future relational happiness and stability.  In his research, Gottman used human 

behavioral coders to assess sentiment expressed by the couple during their conversations.  

These behavioral codes formed the input to his mathematical model. Up to the present, 

the common practice within psychological research of assigning behavioral codes to con-

versation (or any human behavior for that matter) has been generally accomplished by 

human coders observing video recordings of the human behaviors in question (or by self-

report from the subjects themselves).  An AI algorithm with sufficient accuracy as com-

pared to a human-coded baseline, would allow social scientists to automate this time-con-

suming process.  In the case of the behavioral codes used as input to the Gottman model, 
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it would hypothetically allow scientists or the subject couples themselves to quickly de-

rive information on the type of couple they constitute (based on Gottman’s typology) and 

to receive a prediction on the future stability of the relationship.  Although attempts at be-

havioral coding through AI have been previously reported (Black et al., 2013; Boateng et 

al., 2020; Idalski Carcone et al., 2019; Singla et al., 2020), the present research assesses 

its practicality in an application where sentiment values over time are used, rather than 

precise behaviors.  The accuracy of AI behavioral coding to assess predictor variables in 

this case is dependent on its estimates of speaker sentiment expressed in conversation. 

For these reasons, this research has utility to streamline the collection of conversational 

behavioral data and to provide a means of making computerized assessments of couple 

wellbeing.  The aim of this research is to demonstrate that automation of the Gottman 

model is a practical possibility. 

Gottman’s typology and equations 

Gottman’s research into couple interactions arose, according to his report, from a 

focus on the emotional content and style of communication between spouses and a belief 

that these criteria predicted passage along a cascade of marital deterioration or continued 

stability and satisfaction, and that marital stability is produced by a mixture of more posi-

tive communication behaviors than negative ones (Gottman & Levenson, 1992).  In Gott-

man and Levenson’s 1992 paper, the authors reported that sentiment expressed in conver-

sation (where sentiment is defined as positive when research shows it to be a contributor 

to marital satisfaction and negative when it does not), when plotted over turns of speech, 

could be correlated with a number of important subjective measures of marital satisfac-

tion.  Couples’ plots of observed sentiment scores of a recorded conversation 
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distinguished couples into two groups, those expressing high marital satisfaction, and 

those expressing low satisfaction.  The authors reported that couples with positive trend-

ing sentiment scores had higher reported relationship satisfaction, rated marital problems 

as less severe, had more positive ratings for interactions, less stubbornness and with-

drawal from interaction, less defensiveness, and lower ideation of separation or divorce, 

as shown in the hypothetical couples’ conversations depicted in Figure 1 below: 

  

Figure 1. Hypothetical High Risk and Low Risk couple trajectories for speaker sentiment during conversations about a 

current problem in their relationship.  

This difference in plotted sentiment cumulative slopes forms one of several predictors of 

the Gottman model, many of which are listed in this manuscript in Table 2 below.  Gott-

man later (1993a; 1993b) correlated these plotted sentiment scores with actual divorce.  

In subsequent research, Gottman and colleagues hypothesized that it would be possible to 

model these sentiment scores over time using a system of nonlinear equations (Gottman, 

Swanson & Murray, 1999).  This system of nonlinear equations forms the basis of Gott-

man’s mathematical model of marriage satisfaction and is correlated by Gottman to inter-

action style and Gottman’s couple typology.  It also forms the basis for my research goal, 

predicting couple interaction style from conversations.  For these reasons, in the 
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following paragraphs I provide a detailed explanation of how Gottman’s mathematical 

models works and how it can be used in conjunction with an affective computing model 

to predict couple interaction style, as well as other features of couples’ relationships. 

Computerization of Gottman Model 

I am presenting in this report a method of collecting data about couple conversa-

tions that can then be used in predicting Gottman couple type.  It therefore seemed pru-

dent to include a brief explanation of how such predictions could be made, once the data 

is collected.   

In accordance with family systems theory, which was newly ascendant within the 

disciplines of communications and marriage therapy at the time, Gottman and colleagues 

(1999; 2005) based their predictions about couple type on a hypothesized system of linear 

equations.  These equations arose from the observation that one person’s sentiment in the 

relationship is not independent, but is influenced by the other member of the dyad, whose 

sentiment in turn is influenced by the first.  The system of linear relationships which de-

scribe each member’s influence and effect on the other was hypothesized by Gottman, 

Swanson & Murray (1999) to consist of a set of two linear equations, shown below:  

𝑊𝑡+1 = 𝐼𝐻𝑊(𝐻𝑡) + 𝑟1𝑊𝑡 + 𝑎, 

𝐻𝑡+1 = 𝐼𝑊𝐻(𝑊𝑡) + 𝑟2𝐻𝑡 + 𝑏 

𝑊𝑡+1 and 𝐻𝑡+1, called Gottman-Levenson sentiment score, are wife and husband’s mood 

or level of love (or hate when the number is negative) during the next turn of the conver-

sation.  𝐼𝑊𝐻 is the influence of the wife’s mood on the husband and 𝐼𝐻𝑊 is the influence 

of the husband’s mood on the wife.  The next term represents each partner’s tendency to 

return to a steady state mood with the passage of time and  𝑟1 and 𝑟2 are known as 
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constants of emotional inertia.  The last terms, 𝑎 and 𝑏 are the steady state moods of wife 

and husband at the beginning of the conversation, their intercepts where time equals zero. 

They are also thought to be related to each partner’s general mood (Gottman et al., 1999). 

Gottman et al. (1999; 2005) provide an extensive explanation of how a couple’s 

pattern of conversation during conflict can be used to derive the terms which make up 

their system of linear equations.  In order to calculate these three pairs of terms, Gottman 

and colleagues assumed that the spouse’s influence on the other is zero where the other’s 

sentiment score is zero, in other words where a spouse utters a neutral sentiment, there is 

no net influence on the other spouse’s mood.  This subset of behaviors of each spouse 

where the sentiment expressed by the other in the turn of conversation directly prior was 

neutral then constitute the subset of data points used to calculate the terms in the equa-

tions.  In Gottman (1999)’s dataset of recorded couple conversations, in a typical 15-mi-

nute conversation, at 6 second intervals, there were 150 points in total of sentiment 

scores.  A portion of these are generally found where the sentiment score of the other 

spouse is close to zero, in other words, that spouse is expressing a neutral utterance.  This 

subset provides a basis for calculating that spouse’s three terms. 

So, for the subset of values for which H = 0, one would fit the reduced linear 

equation 𝑊𝑡+1 = 𝑟1𝑊𝑡 + 𝑎;  and for the subset of values for which W = 0, we fit the re-

duced linear equation 𝐻𝑡+1 = 𝑟2𝐻𝑡 + 𝑏.  Solving for slopes, 𝑟1 and 𝑟2 and intercepts, a 

and b, we are then able to calculate 𝐼𝑊𝐻 and 𝐼𝐻𝑊 from the equations 𝐼𝐻𝑊 = 𝑊𝑡+1 −

𝑟1𝑊𝑡 − 𝑎, and 𝐼𝑊𝐻 = 𝐻𝑡+1 − 𝑟2𝐻𝑡 − 𝑏.   

Once these initial values are calculated, Gottman and colleagues take the original 

datapoints (husband and wife sentiment scores at time t) and plot them in phase space.  

So each pair of sentiment scores of husband and wife at a given time charts a course 



 6 

 

through phase space over time.  Phase space can be thought of as a two-dimensional 

plane where husband sentiment constitutes one axis and wife sentiment the other.  The 

trajectories of points on this plane tend to be drawn toward certain stable and unstable 

steady states.  The stable steady states are attractors, in the language of dynamical sys-

tems, which represent states of conversational sentiment that the couple finds itself enter-

ing again and again in their daily interactions.  Gottman called these “set points”.  These 

stable steady states would be seen as points in the phase plane where the curve of the 

couple’s trajectory of sentiment scores circles about or lingers.  These stable steady states 

are also revealed as one determines null clines for each of the spouse’s phase space tra-

jectories.  Null clines are a curve in the phase plane where the vector field points in a par-

ticular direction.  The steady states are where derivative of a given phase space trajectory 

for particular terms are zero.  They are also where the null clines for the influence func-

tions intersect.  In practice, this is how Gottman and colleagues calculated the influenced 

steady states for each conversation.  I am not providing a thorough explanation of the 

mathematics of this analytical process which is more thoroughly described in Gottman et 

al. (2005).  The above discussion provides the essential mathematics used by Gottman to 

convert behavioral codes to predictions about couple interaction style, longevity and sat-

isfaction. 

Gottman (1993a; 1993b) further refined this model by proposing and validating a 

typology of five classes of relationship that he differentiated by the dynamics of the cou-

ple’s style of interaction and that he observed had different trajectories of marital stability 

and happiness.  Three of the types had stable marriages and low rates of divorce.  These 

three low-risk marriage types he called validators, volatiles and avoiders.  The two high-

risk, unstable types, he called hostile and hostile-detached.  This five-class typology of 
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couple interaction style grew out of Gottman’s earlier work in distinguishing couples into 

just two types, those with positive speaker slopes and those with negative (Gottman & 

Levenson, 1992).  Table 1 below summarizes the relational characteristics upon which 

Gottman (1993a) and Gottman and colleagues (2005) based this five-class typology (in 

regular font) and adds some of the authors’ speculated characteristics based on their ob-

served data (in italics): 
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Table 1.  Observed (regular font) and hypothesized (italics) relational characteristics of each of Gottman’s five couple 

types.   

Low Risk Couple Types High Risk Couple Types 

Validators Volatiles Avoiders Hostile Hostile-Detached 

Observed characteristics: 

Ratio of positive to negative RCISS speaker codes 

during conflict resolution was about 5.0 equally 

split across partners 

Ratio of positive to negative RCISS 

speaker codes during conflict resolution 

was about 0.8 equally split across part-

ners 

Husbands displayed more affection Wives showed less interest 

Husbands were less angry Wives showed less joy 

Husbands whined less Wives and husbands showed more an-

ger 

Moderate 

amount of pos-

itive affect 

mixed with a 

moderate 

amount of neg-

ative affect 

A lot of posi-

tive affect 

mixed with a 

lot of negative 

affect 

Small amount 

of positive af-

fect mixed with 

a small amount 

of negative af-

fect 

 More negative (de-

fensive and con-

temptuous) than 

hostile group 

 Husbands ac-

cented less 

Less husband 

and wife com-

plaining/criti-

cism 

 Husbands showed 

less interest and 

more disgust than 

hostile group 

 More positive 

agenda-build-

ing than valida-

tors 

Less positive 

agenda-build-

ing than both 

validators and 

volatiles 

  

Wait to begin 

persuasion at-

tempts until 

later in the 

conversation 

High levels of 

persuasion in 

beginning of 

conversation 

Very few at-

tempts at per-

suasion 

  

Speculative characteristics: 

Value of com-

panionate mar-

riage and 

shared experi-

ences but with 

risk of dissipa-

tion of passion 

over time 

Romantic and 

passionate but 

risks endless 

bickering 

Avoids the risk 

of confronta-

tion and con-

flict but with 

the risk of 

emotional dis-

tance and lone-

liness 

  

Note. Based on Gottman (1993a) and Gottman et al. (2005). 

Gottman and his colleague Robert Levenson (2000) later extended this work by 

doing follow-up research on their sample subjects 14 years or more after their initial as-

sessments.  They confirmed that two features of a couple’s first conversations in the 
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marriage were highly determinant of future marital dissolution--the amount of positive 

emotional expression in a conversation about a current problem in the relationship, and 

the amount of negative emotional expression.  The latter was predictive of early dissolu-

tion (within seven years of marriage) and the former predictive of later dissolution (14 

years or more after marriage).  In this work, Gottman and Levenson did not consider his 

typology, merely the two features of positive and negative affect.  These two features of 

couple conversation were identified using two behavioral coding systems applied to the 

recorded conversations of the 79 subject couples Gottman and Levenson studied in their 

lab (Gottman & Levenson, 2000).  The Rapid Couples Interaction Scoring System 

(RCISS, described in Krokoff, Gottman & Hass, 1989) was found to be more effective in 

identification of negative emotional content and interpersonal stance and the Specific Af-

fect Coding System (SPAFF, described in Coan & Gottman, 1995) was more effective at 

identifying positive content and stance (Gottman & Levenson, 2000).  Within each of 

these two classes of positive and negative expression, some behaviors were found to be 

more predictive of marital dissolution than others.  For example, a wife’s criticism of her 

husband was predictive of separation, and her criticism combined with defensiveness and 

contempt was predictive of divorce (Gottman, 1993b).  Anger by itself was not predictive 

of divorce, but a husband’s defensiveness, contempt, and stonewalling (ignoring his 

spouse during conversation) was (Gottman, 1993b).  Gottman and Levenson (2000) 

claimed that discrimination of couples using these RCISS codes of negative emotional 

expression, and most especially contempt, stonewalling, criticism, and defensiveness, 

predicted divorce with 95% accuracy.  In the same study the authors converted the behav-

ioral codes to what they called Gottman-Levenson sentiment scores, with each code 

weighted to produce a specific sentiment value, either positive or negative.  The authors 
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claimed that the positive sentiment features of a couple’s early conversations and their ra-

tios in comparison to negative sentiment features also predicted whether the divorce 

would occur early (within the first seven years of marriage) or later (within the second 

seven years).  The accuracy of these predictions were claimed to vary between 83.5% and 

97%, depending on the features present in the conversation (Gottman & Levenson, 2000).  

It should be noted that the predictive accuracies supplied by Gottman and colleagues in 

these studies do not consider the importance of using a test sample to assess test accuracy 

through cross validation.  The accuracies Gottman and colleagues give are reconstructed 

from the samples used and may suffer from overfitting as noted by Heyman and Slep 

(2001).  What the authors did do, was to rerun the same predictive models on new test da-

tasets as they undertook additional research, a method which may lack the rigor of cross 

validation, but nevertheless provide quite important evidence supporting the models.  

These replication studies are discussed in the section below on replication and generaliza-

bility of the model.  In addition to the issue of cross validation, there is also an effect of 

low prevalence of the dependent variable, divorce, in the general population within a sim-

ilar timeframe as the study, which is not considered by Gottman and colleagues and could 

affect the accuracy of their model.  See Heyman and Slep (2001) for a critique.   

Gottman’s uses of the model 

 Gottman and colleagues, in their 2005 book The Mathematics of Marriage, pre-

sented the above model in detail and used recorded conversations from 79 couples stud-

ied over a 14-year period to provide their calculated means for each of the above varia-

bles for each of the five couple types which Gottman previously identified in his typology 

(Gottman et al., 2005).  Gottman and colleagues used the model to classify each couple 
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by type based on questionnaires covering relational style, and then attempted from the 

longitudinal data to model the approximate duration and happiness of their marriages 

based on these conversations.  They produced hypotheses concerning the types of inter-

ventions by which each couple type would most benefit, and presented a series of hypoth-

eses relating each of the above model variables to husband and wife personality traits, 

and provided some evidence on how the interaction of these traits with those of the 

spouse influence the happiness and duration of the marriage.  In summary, Gottman and 

colleagues in the above cited works presented a mathematical tool for predicting the type 

of couple the dyad constituted, as well as the duration and happiness of a marriage based 

on the couple’s behavior in their dyadic conversations.  They also proposed a method of 

tailoring therapeutic interventions based on the parameters derived from the sentiments 

expressed in these conversations.  Gottman later founded the Gottman Institute in part to 

further the advances in therapy and therapist training that came out of the findings of his 

research. 

Although use of computer models of complex natural phenomena for making pre-

dictions are now commonplace, for example, prediction of the weather, of fisheries pro-

duction, environmental health etc., to my knowledge, Gottman’s work represents one of 

the only mathematical models which claims to predict trajectories of human behavior 

with high accuracy for years into the future using a short sample of current behaviors and 

for which such projections are validated using real longitudinal data.  In other words, 

Gottman and colleagues gathered test datasets from additional couples, reran the projec-

tions using this new data and found results supporting the model’s projections, as men-

tioned above.  It is also unique in claiming to produce from these same data, a typology 

of behaviors and personality traits.  It is a pioneering work and offers hope that such 
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models can be developed and tested which may allow for computerized diagnosis and 

therapeutic intervention in a myriad of relationship and individual emotional issues. 

As mentioned above, Gottman used trained human observers to code behaviors in 

dyadic conversation in order to provide the input to his model and the aim of this research 

is to test whether AI algorithms can be developed which can do the necessary behavioral 

coding of couple sentiment during conversation such that they can then be used as input 

to a computerized model of the Gottman typology.  Training human behavioral coders is 

difficult and time-consuming and limits the application of such skilled work to laboratory 

contexts.  The desire to overcome the constraints imposed by this limitation provides an 

incentive for one of the goals of this research, as in the sections which follow. 

Evaluation of replicability of Gottman model in the literature 

Before devoting significant effort to automating the data collection for input to the 

Gottman model it is prudent to investigate any evidence supporting or refuting Gottman 

and colleague’s findings with regard to the validity of their model. 

Fortunately, numerous studies sought to replicate Gottman’s typology and find-

ings, including several follow-up studies conducted on additional sample populations by 

Gottman and his team themselves.  For the sake of being thorough, I first describe the 

original work by Gottman which is relevant to my research objective here, namely Gott-

man’s research which focuses on aspects of dyadic conversation between couples which 

are predictive of marital satisfaction and stability.  I then describe his and his colleagues’ 

replication studies which consider these same predictors, and then describe additional at-

tempts at replication by other researchers.  It should be noted that Gottman did not pre-

sent his research as a method of predicting couple type, rather the Gottman typology 
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arose from observed differences in styles of couple interaction for couples, each of which 

tended to have consistent outcomes for marital satisfaction and longevity.   The predic-

tion of couple type by conversational features is just one application of Gottman’s model.  

It is the initial research goal I am undertaking in this work, other possible directions for 

this research are discussed in the final section of this manuscript. 

Gottman’s initial hypotheses regarding dyadic conversation patterns and divorce 

trajectories were first published in several papers in 1992 and 1993.  Of most relevance, 

Gottman (1993a) undertook a longitudinal study of 73 couples recruited from the area of 

Bloomington, IN, in which the author video recorded husband-wife couples during con-

versation in his lab.  Conversation was of two types:  free-form exchanges regarding how 

the other spouse’s day went, and conversations focused on a current problem the couples 

were experiencing in their relationship.  Gottman then coded these conversations for 

speaker emotion, sentiment and interpersonal stance using RCISS and SPAFF coding 

systems, converted these codes to either a positive or negative sentiment score of various 

magnitudes, depending on how each behavior tended to influence marital happiness, and 

then plotted these scores for each spouse over time (in this case number of utterances) in 

each conversation and showed correlation of the slope of these plots to metrics assessing 

the seriousness of ideations of divorce and measures of marital dissatisfaction, and actual 

divorce after four years.  Negative slopes of sentiment scores were correlated with in-

creased ideation of divorce and actual divorce after four years.  In other words, if cou-

ples’ conversations at the beginning of their marriage tended to progress downward (to-

ward more negative sentiment), their marriages also took a downward course, deteriorat-

ing in common metrics of marital satisfaction and often increasing in ideation about and 

actual action toward divorce, years out into the future.  In this same paper, Gottman 
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identified ratios of specific behavioral codes from conversations most strongly correlated 

with divorce.  He also investigated how speaker sentiment was correlated with his couple 

typology—in other words, what were the conversational patterns that distinguished each 

type of couple. What is noteworthy in the study is that cumulative sentiment slopes of 

conversations predicted divorce with greater than 90% accuracy four years after the ini-

tial recordings were made (Gottman, 1993a).  According to the literature review pre-

sented by Gottman in this study, the strength of this correlation was greater than for any 

other predictor studied in the research on marital satisfaction and stability up to that 

point. 

Gottman (1993b) expands on Gottman (1993a) and uses the same dataset to posit 

a hypothesis of marital process, or cascade, which leads to divorce and correlates this cas-

cade with two variables: speaker slopes in the sentiment plots and the presence of four 

behaviors within couple conversation that the author called the Four Horsemen of the 

Apocalypse (defensiveness, contempt, stonewalling, and criticism).  Specific combina-

tions of these four predictors within either the husband or the wife’s speech were more 

highly correlated with divorce than others (Gottman, 1993b). 

Gottman then contributed to several additional published studies which replicated 

some of his original findings.  A sample of 40 Swiss couples established supporting data 

for the validity of Gottman’s hypothesis that low-risk couple types as identified by his 

1993 study on couple communication patterns, do have greater marital satisfaction and 

stability (Bodenmann, Gottman & Backman, 1997).   

In another replication, one which brought Gottman and his team a significant re-

nown within psychology and the popular media, Gottman, Coan, Carrere & Swanson 

(1998) used a subject pool of 130 couples recruited from the Puget Sound area of 
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Washington State.  In this study, the authors found that his Four Horsemen did indeed 

predict divorce.  They also examined several new predictors related to couple conversa-

tion style that are listed in Table 2 below, a number of which were found to significantly 

predict divorce and marital satisfaction.  The study did not evaluate cumulative slope of 

sentiment codes for the conversations as a predictor, but a follow-up study (Carrare & 

Gottman, 1999) did evaluate cumulative slope for the first three minutes of couple con-

versation and did find it predictive of marital stability and divorce. 

In 1999, Gottman, Swanson, and Murray published an in-depth analysis of mathe-

matical relationships of the Gottman model for predicting couple marital satisfaction and 

longevity which was based on data from Gottman, 1993a and 1993b.  This mathematical 

analysis forms the basis of the later book, The Mathematics of Marriage: Dynamic Non-

linear Models (Gottman, Murray, Swanson, Tyson, & Swanson, 2005).  These works pro-

vide the mathematical basis for my research goal of evaluating the practicality of finding 

a computerized model to predict couple type from couple conversational data. 

Over the course of several years following Gottman’s initial studies, Gottman and 

his frequent colleague from previous research, Robert W. Levenson, re-contacted Gott-

man’s original 73-couple subject pool from Indiana (noted in Gottman, 1993a) and were 

able to further refine their predictors for divorce to either seven or 14 years after initial 

contact (Gottman & Levenson, 2000).  In this year-2000 study, early divorce (after seven 

years) was found to be predicted by negative affect during conversations about a source 

of conflict in the relationship, while later divorce (after 14 years) was predicted by lack of 

positive affect in day-to-day conversation as well as in conversation about a conflict.  

These predictive factors, combined with Gottman’s Four Horsemen predicted the timing 

of divorce in the above two periods with greater than 93% accuracy, according to the 
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authors.  This study was followed up by Gottman and Levenson (2002) which relies upon 

the Bloomington, IN, dataset and again uses behavioral codes of couples’ dyadic conver-

sations to derive predictors.  Several new predictors were added to the list of features of 

dyadic conversation which were predictive of divorce.  Early divorcing couples had more 

expressive communication styles during the Time 1 conversations in the marriage, that 

were characterized by escalating anger and wife negativity, while later divorcing couples 

had more neutral affect and higher skin conductance, which the authors hypothesize may 

indicate greater suppression of emotions, during these same Time 1 interactions. 

After this fruitful period of research for Gottman and his colleagues in which their 

principal hypotheses and mathematical models of marital satisfaction were developed, 

there appeared a number of studies which sought to replicate some of Gottman and col-

leagues’ findings.  The first of these was another Swiss study conducted by one of Gott-

man’s former colleagues, Guy Bodenmann and several other researchers (Bodenmann, 

Meyer, Binz & Brunner, 2004) which replicated Bodenmann, Gottman and Backman 

(1997) but with a much larger sample size of 1783 married individuals.  This study again 

used questionnaires to classify couples according to Gottman’s (1993a; 1993b) five-class 

couples typology of validator, volatile, avoider, hostile, and hostile-detached, as in Bo-

denmann and colleagues’ first replication (1997).  Again, the study found that validator, 

volatile, and avoider couples had more stable relationships than hostile and hostile-de-

tached, as Gottman (1993a; 1993b) had originally concluded.  The questionnaires used 

behavioral criteria such as the amount of negativity in the relationship, interpersonal 

stance, and personal assessments of relationship quality to classify subjects.  Since direct 

observational of couple behavior was not used, the study was not as useful to my own be-

havioral modeling goals as it would have been had direct observations been used; 
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however, it did provide validation for Gottman’s typology and correlation with predictors 

of marital satisfaction and longevity. 

In 2007 Kim, Capaldi and Crosby published an important replication study which 

was the first to challenge Gottman’s models of marital satisfaction and longevity based 

on actual subject behavioral observations using the same methods Gottman and col-

leagues originally employed in their research.  Since it is one of the only studies with ro-

bust empirical data which challenges Gottman’s model, it is important to examine its 

findings in some detail.  In this study, 85 married and co-habiting couples with at-risk 

backgrounds originating from The Oregon Youth Study, were recorded during free-form 

conversations and conversations about a current problem in their relationship and these 

recordings were coded using Gottman’s SPAFF coding system.  Questionnaires were 

used to assess couple satisfaction and follow-up contacts after 2.5 years assessed relation-

ship longevity.  The authors’ specific aim was to evaluate the generalizability of Gott-

man, Coan, Carrere and Swanson’s (1998) renowned study.  The Oregon Youth Study 

which provided the dataset for Kim et al. was a study of antisocial behavior in boys, be-

gun in 1983 (Capaldi, Kerr, & Tiberio, 2018). The Kim et al. authors reported that only 

two of the 22 predictors named by Gottman et al. (1998) successfully replicated in their 

study: men’s reciprocation of women’s high-intensity negative affect was predictive of 

separation, and women’s de-escalation of men’s high-intensity negativity was predictive 

of remaining intact as a couple. They concluded that, with above exceptions, the predic-

tors identified by Gottman et al. were insufficiently robust to generalize to a sample pop-

ulation that differed in some ways from Gottman’s original couple sample.  Kim and col-

leagues’ work was published simultaneously with a response from Coan and Gottman 

(2007) in the Journal of Marriage and Family. 
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Coan and Gottman (2007) in their response, made some important points, princi-

pally that cohabiting couples present different relationship trajectories in general than do 

married couples and that low-income couples at-risk for antisocial behavior present dif-

ferent patterns of affect than the general population.  For example, Kim and colleagues 

reported that 37% of the couples in their sample had separated by Time 2, which is nearly 

triple the percentage of couples divorcing in Gottman et al.’s (1998) newlywed study.  

Coan and Gottman (2007) also noted that cohabiting couples, based on available studies 

which they cite, report less relationship commitment, satisfaction, problem-solving, and 

happiness than married couples.  Only 30% of Kim and colleagues’ sample were married 

at Time 1.  Coan and Gottman also point out that the Kim et al. data do support a substan-

tial number of the Gottman et al. predictors for relationship satisfaction or marital satis-

faction even though Kim and colleagues did not mention this in their conclusions.  For 

example, the male’s escalation (refusing to accept influence) is found a significant pre-

dictor of divorce/separation by both groups of researchers.  Additionally, several predic-

tors of relational happiness found by Kim et al. are also found to be significant predictors 

of stability by Gottman et al.:  male high-intensity negative affect, female high-intensity 

negative affect, female low-intensity negative affect, male and female positive affect and 

the ratio of male and female positive affect/positive + negative affect.  I have compiled a 

table of Gottman et al.’s (1998) predictors, show in Table 2 below, with Gottman et al.’s 

finding compared with Kim et al. with regard to significance indicated for marital longev-

ity and marital satisfaction. 
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Table 2.  Gottman et al (1998) investigated predictors for marital stability and satisfaction  

Predictor Correlation with 

Relational  

Longevity 

Correlation with 

Relational  

Satisfaction 

Husband’s anger ns ns 

Wife’s anger ns ns 

Husband’s high-intensity negative affect se*  seK* 

Wife’s high-intensity negative affect se* seK* 

Husband’s low-intensity negative affect ns seK* 

Wife’s low-intensity negative affect se* seK* 

Husband’s interest shown after negative affect ns ns 

Wife’s interest shown after negative affect ns ns 

Husband’s affection shown after negative affect ns ns 

Wife’s affection shown after negative affect ns ns 

Husband’s humor shown after negative affect ns ns 

Wife’s humor shown after negative affect ns ns 

Husband’s validation shown after negative affect ns ns 

Wife’s validation shown after negative affect ns ns 

Husband’s reciprocation of low-intensity negative af-

fect 

ns ns 

Wife’s reciprocation of low-intensity negative affect se* ns 

Husband’s reciprocation of high-intensity negative af-

fect 

seK* ns 

Wife’s reciprocation of high-intensity negative affect ns ns 

Husband refusing to accept influence (husband’s esca-

lation) 

se*, seK* ns 

Wife refusing to accept influence (wife’s escalation) ns ns 

Husband’s negative start-up ns ns 

Wife’s negative start-up se* ns 

Husband’s de-escalation of low-intensity negativity se* ns 

Wife’s de-escalation of low-intensity negativity ns ns 

Husband’s de-escalation of high-intensity negativity se* ns 

Wife’s de-escalation of high-intensity negativity seK* ns 

Husband’s positive affect se* se*, seK* 

Wife’s positive affect se* se*, seK* 

Husband’s positive affect/positive+negative affect se* seK* 

Wife’s positive affect/positive+negative affect se* seK* 
Notes. Significance indicated as follows: ns=not significant for both Gottman et al. (1998) and Kim et al. (2007), 

se*=significant for Gottman et al.  seK*=significant for Kim et al.  The findings with regard to significance found by 

Gottman et al. are for their 1998 study of newlyweds and those found by Kim et al. are for the same predictors assessed 

by Gottman et al., but in Kim et al.’s case they are for the cohabiting youth assessed as part of their Oregon Youth 

study. 

 

Kim et al.’s work provides an important reason to limit the generalizability of 

Gottman’s model for marital stability to just married couples, but it does not appear to de-

tract from the validity of the model as it applies to relationship satisfaction.   
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After conducting this review of the above body of literature related to the replica-

bility and generalizability of Gottman and colleague’s model for predicting marital satis-

faction and divorce from dyadic conversation, I would conclude that there is moderate to 

strong support for most of the predictors reported by Gottman and colleagues.  Two sam-

ple populations of couples provided by Gottman and his several colleagues in multiple 

studies both support his hypotheses (Gottman, 1993a & 1993b; Gottman et al., 1998).  

These are further supported by data from two additional sample populations in Switzer-

land (Bondemann et al., 1997; Bondemann et al., 2004), one of which is fairly large.  Fi-

nally, a study critical of Gottman’s models, using data from at-risk youth couples also 

supports many of the predictors for relational satisfaction, if not for relational stability 

(Kim et al., 2007).  That said, it would also be prudent to presume that Gottman’s models 

do not generalize to all couples, but may fit middle class married couples more accurately 

than other groups, as Kim et al. shows.  One should therefore use these models with an 

eye toward refining them as more data become available. 

 I have not up to this point, discussed the differences between the numerous pre-

dictors Gottman and colleagues examined in their several mathematical models of marital 

stability.  Indeed, as previously noted, there are more than 30 different features of couple 

conversation that Gottman and colleagues tested for correlation with stability and satis-

faction (see Table 2 above); however, Gottman devoted the most mathematical analysis 

to one of these features and, indeed, created a system of equations and system of classifi-

cation based solely on this one feature.  That feature is the cumulative slope of speaker 

sentiment during couple conversations about a current problem in their relationship. Gott-

man’s system of equations and couple classification typology related to this feature is dis-

cussed in a previous section, above.  Since Gottman devoted so much math to this one 
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feature it would be prudent for a proof-of-concept for AI models to begin with this fea-

ture.  Fortunately, it is also probably the easiest feature to capture using existing AI mod-

els.  Eventually, the accuracy and functionality of a future model could be improved with 

the addition of more features, for example a more comprehensive use of the Four Horse-

men, or use of ratios of positive to negative affect as outlined in Table 2, but I have cho-

sen for this thesis to begin simply and to leave additional functionality and accuracy to 

future research. 

Justification for the present research 

Goal of advancement of AI towards a competent and rapid therapeutic assessment and 

prediction, providing feedback in real time. 

The present research arises from a desire to advance the development of AI sys-

tems to provide psychological assessment and therapeutic feedback to individuals and 

couples facing relational and psychological problems.  Progress towards such a goal 

would follow numerous milestones in AI’s development in the domain of clinical psy-

chology.  The chatbot Eliza was one of the first applications of such technology to ther-

apy, using a relatively simple algorithm to alter user input grammar to respond with simi-

lar language in the form of questions and supportive statements aimed at providing com-

puter conversation that was suggestive of a Rogerian therapy approach (Weizenbaum, 

1966).  Recently, several apps have become available to provide psychological therapy.  

Happify.com aims to improve depression, anxiety and resilience through fully automated 

online positive psychology and cognitive behavioral therapy (Parks et al., 2018).  Heart-

math.com uses biofeedback and meditation to help reduce stress-related illness (Minen et 

al., 2021), and the Woebot chatbot app attempts to improve upon Eliza by incorporating 

AI-based cognitive behavioral therapy and dialectic behavioral therapy in its textual 
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conversations with users (Fitzpatrick, Darcy & Vierhile, 2017).  Amazon’s Halo Tone 

wearable monitors a user’s voice prosody and provides feedback on how the user likely 

sounds to others (Limketkai, Mauldin, Manitius, Jalilian, & Salonen, 2021), and a weara-

ble created by a team at University of California monitors physiological state and conver-

sational language and warns wearers that they are about to enter a heated argument (Tim-

mons et al., 2017).   A recent study by a team at Columbia University (Schultebraucks et 

al., 2020) assessed post-traumatic stress disorder and depression in subject patients with 

accuracies comparable to licensed mental health professionals and represents just one ex-

ample of a substantial body of literature demonstrating the utility of AI methods in as-

sessing personality traits and psychological disorders through short samples of behavior 

input to the computer. 

The present research aims to advance the goal of AI-based therapy by providing 

assessments of couples’ relationship style based on their language use.  The Gottman 

model also presents an opportunity to advance these methods beyond mere assessment 

and diagnosis, by providing predictions of future life trajectories and tailored therapies to 

change these.  Use of conversation to classify relational styles should be seen as only one 

step toward a goal of a wholistic therapeutic intervention by computer.   

Prospect of automating observational coding for time and resource savings 

As described above, this research also explores ways to automate observational 

coding.  Observational coding is a time-consuming process whose users within research 

psychology would greatly benefit from the prospect of automated coding algorithms.  

Several attempts have been reported in the scientific literature toward this goal of auto-

mated behavioral coding.  For example, Boateng et al. (2020) discuss their development 
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of a new (but not publicly available) annotated dataset of actual couple conversations (ra-

ther than a dataset of acted conversations) and describes the prospects of machine learn-

ing tools being used to create models for behavioral coding such a dataset; however, none 

has yielded a tested algorithm for conducting behavioral coding.  Singla et al. (2020) 

tested a new approach to behavioral coding of psychotherapy sessions which achieved an 

F1-score of 0.60 on a pre-annotated dataset of recorded therapy sessions.  Using a similar 

dataset, Idalski Carcone et al. (2019) reported an accuracy of 75% using a support vector 

machine model to predict behavioral codes.  Two commonly reported limitations in these 

studies are a lack of large datasets of coded conversation and the great diversity of coding 

systems that are used.  This research offers another opportunity for advancing the goal of 

computer-automated behavioral coding by showing that such AI models can provide use-

able output comparable to human-coded data.   

 The present research also advances the goal of development of innovative assess-

ment tools for couples therapy.  Assessment of relational types is part of the process of 

maturation of technological approaches to creating socially intelligent machines.  Recog-

nition of emotion and interpersonal stance and its use in assessing relational traits is cer-

tainly part of the bigger problem of programming social intelligence in machines.  

Theoretical Considerations in Computerized Coding of Dyadic Conversation  

 For the purposes of this present research in using computers to collect and input 

behavioral data to Gottman models, the predictors of couple type (and also of marital sat-

isfaction and stability) which Gottman and colleagues used that are of interest to me are 

the ones which utilize coded affective behaviors during the couple’s conversations.  

Therefore, it is important to consider what criteria pertain to the collection of behavioral 
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data which affect its utility as input to Gottman’s models, and specifically how this crite-

ria can be met by AI technologies.  This question gains relevance when one considers that 

AI recognition of affective states is an evolving field and differs from the forms of human 

recognition which Gottman and colleagues used in their affective behavioral coding sys-

tems. 

 Gottman and colleagues mostly used the RCISS and SPAFF coding systems to 

collect conversational data.  The methods employed relied upon teams of coders to view 

and transcribe conversational data from video.  Gottman observed a Cohen’s kappa of in-

ter-rater reliability of between 0.60 and 0.75 for this work (Gottman, 1993a; Gottman & 

Levenson, 2000).  Such a range is typical of the average agreement between human ob-

servers for classification of affective behaviors.  Cohen’s kappa is calculated above a 

baseline of random chance, so a completely random model would have a kappa of zero.  

Accuracy is a comparison of the algorithm’s predicted class (an emotion or interpersonal 

stance in this case) and a coding label made by human observers.  The label, known as 

groundtruth, is generally a composite created by comparing the codes chosen by a team 

of judges.  Therefore, groundtruth in emotion recognition comes with its own uncertainty.  

Algorithms then provide predicted emotion labels that vary in their fidelity to a given test 

dataset’s groundtruth.  In the following sections I provide a comparison of test accuracies 

of state-of-the-art emotion recognition models.  The ideal emotion recognition model will 

have an accuracy of 100% to a test dataset, which means it equals the average perceived 

emotion coding of a team of trained observers.  In practice, one would expect some accu-

racy which is less than 100%, meaning that the algorithm is producing classification 

codes that vary to some degree from the average emotion class that a team of human 
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observers would assign.  To what degree this deviation from the ideal is acceptable for 

the purposes of creating input data to a Gottman model is the next question I will con-

sider. 

 Many of Gottman’s models of couple type, marital satisfaction and longevity rely 

on an input of behavioral codes that vary to some extent from the true emotions ex-

pressed by the couple.  This is inherently part of human perception of emotion, which is 

sometimes ambiguous or involves cultural understanding, especially in the area of 

speech, as well as influence of personality differences of the observers and the expres-

siveness of the individual being evaluated (Ekman et al., 1987; Biehl et al., 1997; Durán 

et al., 2017).  Gottman’s findings demonstrate that imperfect observation nevertheless can 

yield accurate predictions.  The question is how much variance from the true emotions of 

the dyad are acceptable for the models to make accurate predictions?  It would seem 

likely that the answer to this question will vary from predictor to predictor.  Some predic-

tors will be more sensitive to input data than others.  For example, although a negative 

speaker slope is fairly easy to detect using common sentiment labeling technology, the 

presence of contempt and defensiveness is less detectable and therefore more likely to be 

impacted by accuracy issues.  Additionally, borderline instances (couples which fall be-

tween two classification types) would be the first to begin to experience incorrect classifi-

cation as accuracy of the input data declines.  The problem of incorrect classification 

could be partially addressed by adding a probability rating to each classification based on 

the proximity of the instance to the decision boundary and the presumed accuracy of the 

input algorithm.  A more accurate emotion recognition model for input would increase 

the probability of predictions for the Gottman models of couple type, marital satisfaction 

and longevity.  At some point in the future, a sensitivity analysis could be added to the 
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complete algorithm to determine how important each emotional class is in yielding an ul-

timate Gottman couple type and satisfaction rating.   

 Where then is the current state-of-the-art with respect to AI methods of behavioral 

coding of dyadic conversation?  The question has three parts: (1) where is the state-of-

the-art with respect to emotion recognition (which is a principal part of behavioral cod-

ing); (2) how does AI emotion recognition fit into behavioral coding; and (3) what are the 

unique challenges of behavioral coding of dyadic conversation as a subset of behavioral 

coding of general speech? 

State-of-the-art emotion recognition 

 Emotion recognition in AI is currently often segregated into approaches based on 

distinct sensory modalities.  The first AI models for emotion used textual data in lan-

guage for making their predictions.  Recent advances in computer vision and sound and 

video processing have yielded emotion recognition models which rely on facial features 

or voice prosody.   The most advanced approaches integrate several models into a classi-

fier that use multiple modalities.  To provide some context to the accuracies that are cur-

rently achievable within each modality, I provide a recent survey undertaken by Dupré et 

al. (2020) which provided a performance comparison of eight commercially-available 

classifiers for facial affect recognition.  I then include some performance data on textual 

classifiers.  I include both modalities in this brief survey of approaches to machine emo-

tion classification because the SPAFF coding used by Gottman and colleagues is primar-

ily a facial emotion coding system (Coan & Gottman, 2007), but RCISS is primarily 

based on language (Krokoff, Gottman, & Hass, 1989).  In any case, I was interested in 
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procuring the most expedient approach for this initial research, whose goal is to produce 

a proof-of-concept using audio files for assessment of couples.   

Dupre et al.’s study involves comparison of machine models’ predictions to hu-

man-judged labels for posed and spontaneous emotions captured on video in the BU-

4DFE (Yin et al., 2008) and UT-Dallas (O’Toole et al., 2005) video datasets of human 

emotional expression.  Since the emotions used are in-part spontaneous and recorded on 

video, it is a good comparison to conditions experienced by human behavioral coders of 

dyadic conversation, of course without the aid of the additional sensory modalities of lan-

guage and voice that humans use when coding videos of conversation.  The authors’ find-

ings are summarized in Figure 2 below: 

 

Figure 2. Accuracy of classification of facial affect from the BU-4DFE and UT-Dallas datasets using selected commer-

cially-available affective computing packages 

Note. compared to human baseline with 95% error bars.  Based on Dupre et al., 2020. 
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It is notable that this modality achieves lower performance over all for emotion classifi-

cation than does the textual modality in general.  Recent surveys of textual classification 

models report accuracies of 80 – 90%.  For example, Zygadlo et al. (2021) report classifi-

cation accuracy of 80% for nine-class emotion classification using a BERT (Bidirectional 

Encoder Representations from Transformers) model and 90% for three-class sentiment 

classification using the annotated conversational dataset known as EmpatheticDialogues 

combined with the DailyDialog dataset.  EmpatheticDialogues was created by hiring 

workers from Amazon Mechanical Turk to engage in conversation about an experience 

each had in which a given emotion was elicited.  The dataset includes 32 emotions.  

These conversations were transcribed and annotated.  Details on the procedure are availa-

ble at Rashkin et al. (2018).  DailyDialog is a less emotionally-rich dataset created by 

scraping online conversational platforms used by learners of English and then annotating 

this for emotion using human annotators (Li et al., 2017).   

The role of additional sensory modalities in emotion recognition adds an addi-

tional parameter to my analysis of AI technologies.  Humans use multiple modalities in 

constructing an awareness of their surroundings, including in building a perception of so-

cial environments.  The most advanced models of affect recognition rely upon multiple 

modalities and integrate these modalities in a way that compensates for deficits in each of 

the individual modalities’ accuracy, such as through a Bayesian integration.  In the inter-

est of achieving a proof of concept for the proposed goals of this research, I have decided 

to begin with a single modality which is perhaps the most developed in terms of years of 

research devoted to it, namely textual emotion recognition.  The addition of the modali-

ties of facial expression, posture, movement, and voice prosody are intriguing proposi-

tions that are left for future work. 



 29 

 

From emotion recognition to behavioral coding 

 How does emotion recognition fit into behavioral coding?  Klaus Scherer’s typol-

ogy of affective states provides insight into the role of emotion recognition in coding hu-

man behavior (Scherer, 2005).  The coding systems used by Gottman and colleagues fo-

cused on the relational aspects of behavior, but as Scherer’s typology shows, emotion 

(examples: angry, sad, joyful, fearful, ashamed) composes just one part of this picture.  

Scherer saw emotion as a brief experience, tied to contemporary experience; whereas 

Scherer’s second type, mood, was for him a diffuse, long-duration feeling (examples: 

cheerful, gloomy, irritable, listless).  Interpersonal stance, Scherer’s third type, encom-

passes one’s feelings toward another in a specific interaction (i.e., friendly, flirtatious, 

distant, cold, warm, compassionate).  Attitudes are enduring beliefs which are colored 

and informed by our feelings (i.e., loving, liking, valuing, desiring).  Finally, personality 

traits are enduring characteristics that influence behavior and emotions.  Behavioral cod-

ing of dyadic conversation as it is generally practiced, including that used by Gottman 

and colleagues, involves emotion, interpersonal stance and attitude.  Although mood and 

personality traits form important parts of relational interactions, these less transitory 

states are often left for assessment through other metrics like questionnaires and subjec-

tive tests.  Behavioral coding for dyadic conversation has tended to focus on immediate 

feelings and affect that influences the other.  Although other components of affective 

states could conceivably be part of the coding system, for the sake of simplicity and 

measuring immediate affect as it relates to the other, they are typically left out or sub-

sumed into the codes for other states.  For this reason, it is my presumption that a design 

of an AI model of behavioral coding should focus on emotion, interpersonal stance, and 

attitude.  These three affective states are indeed what Gottman’s coding systems record.  
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Codes for SPAFF from Coan and Gottman (1995) are summarized below in Table 3.  

Note that “neutral” is listed as positive by Coan and Gottman and was assigned a senti-

ment value of 0.1 because, if nothing else, a neutral utterance is considered evidence of 

one’s participation in conversation, as opposed to one’s withdrawal.  As can be seen from 

the list, emotions and interpersonal stance and attitudes are the three main components of 

Scherer’s typology that are present in the system. 

Table 3.  SPAFF Codes based on Coan & Gottman, 1995. 

Positive Affects Negative Affects 

Affection Anger 

Enthusiasm Belligerence 

 Contempt 

Interest Criticism 

Validation Defensiveness 

 Disgust 

 Domineering 

 Fear/Tension 

 Sadness 

 Stonewalling 

 Threats 

 Whining 

Neutral  

 

 As far as AI algorithms’ ability to code for the above behaviors, the utility of 

these models for coding for emotion has already been discussed.  The unknown element 

is the inclusion of interpersonal stance and attitude in the model.  This is an especially 

important consideration as Gottman’s predictive models include the Four Horsemen (de-

fensiveness, contempt, disgust, and stonewalling) as important predictors.  All four of 

these are aspects of interpersonal stance, which is not generally part of an AI model for 

emotion recognition.  What this means is that the use of existing AI models for behav-

ioral coding leaves out some important data that Gottman’s models include.  Although 

this is less than ideal, I believe it is worthwhile to start my efforts using existing models 
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and leave the prospect of developing future more accurate models to future research.  It is 

possible in the future to fine-tune existing models on training datasets that include these 

elements of interpersonal stance.  Fine-tuning is a process of adding additional training 

data to a model on top of existing established weights and biases.  Additional modifica-

tions of model architecture may be needed in future work. 

 It is also prudent to note that the accuracy of predictive models may be further im-

proved by training them on datasets which robustly include pre-coded labels for each of 

the additional codes.  The problem is that no publicly available datasets with these data 

exist, at least not those that have been found by this author after an exhaustive search.  

Those datasets that do exist are not accessible due to ethics concerns (i.e., they are pro-

tected by strict privacy and confidentiality rules, for example, they were gathered from 

couples undergoing marital therapy).  For the same reason, as previously noted, there is a 

lack of data for testing the accuracy of predictions made by a Gottman model which uses 

input from and AI model.  Nevertheless, there are viable work-arounds which will be dis-

cussed in the section on methods. 

The unique challenges of dyadic conversation 

 Finally, there are unique challenges to AI behavioral coding for dyadic conversa-

tion.  The conversation problem in affective computing was one of the most recent to be 

addressed.  It is unique in that it involves more than one speaker, each of whose emo-

tions, attitudes, and stances possess internal continuity that is influenced by the emotions, 

attitudes, and stances of the other speaker.  Computer algorithms must be designed to 

capture both this continuity and mutual influence.  One way this has been done is through 

the addition of a type of memory which tracks the prior emotions of the past several 
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utterances of the same speaker, known as attention mechanisms or dialog-aware historical 

memory (Chen et al., 2020).  Such mechanisms have become wide-spread on current 

state-of-the-art AI models of emotion and sentiment recognition for conversation.   

 Naturally, the best way forward with the issue of coding the conversations of cou-

ples would be to find an AI model specifically designed for behavioral coding and pre-

trained for the coding systems used by Gottman.  After an extensive search I was not able 

to find any models publicly available models that are trained for behavioral coding, in 

other words, that include all the codes and only the codes of a specific behavioral coding 

system that has been previously used in psychological research.  There are several papers 

which attempted such models.  For example, Black et al. (2013) used a machine learning 

approach with hand-crafted features, and there have been models which were designed to 

recognize some features of Scherer’s interpersonal stance (for example, Ranganath et al., 

2013).  Ranganath et al.’s (2013) model was used for detecting friendly, flirtatious, awk-

ward, and assertive speech in speed-dates, but there is no AI model which includes all the 

codes of a particular behavioral coding system. 

I concluded, based on the potential strengths and limitations of existing datasets 

and models noted above, that the most expedient course to achieve the goals of this thesis 

were to find a good model for emotion recognition in conversation using text, and create 

a set of sentiment weights to convert emotion codes to sentiment, and this is what I have 

done.  For the future, one could fine-tune the model, to include the additional codes pre-

sent in RCISS and SPAFF, but I believe it is worthwhile to proceed with a proof-of-con-

cept model that provides useable data to input to a Gottman model.  This proof-of-con-

cept is an important step towards the goal of achieving validation of the Gottman model’s 

predictions for couple type and stability. 
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Research Aim 

I demonstrate through this research that an AI algorithm is capable of capturing 

rudimentary features of couples’ dyadic conversation with sufficient accuracy that its out-

put may then be used as input to a Gottman model.  Specifically, I evaluate the cumula-

tive sentiment slope expressed by dyads engaged in recorded audio conversations.  I com-

pare these slopes to those produced from human-judged annotated emotions.  I demon-

strate that the output of a chosen AI data pipeline predicts speaker slope with some accu-

racy as compared to a human-judged baseline. 
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METHODS 

Choice of AI model and test dataset 

As described above, it is considered prudent to begin this research with the meth-

ods that most expediently produce a proof-of-concept of the data-prediction pipeline.  

The textual modality of couple conversation was chosen to begin the process of automat-

ing behavioral coding of conversations because it is currently the modality that is most 

robustly developed, and I considered it easiest to implement.  But I also had a goal of the 

model being eventually of use to actual couples, whose conversations would probably be 

in audible format and would not generally be transcribed into text.  For these reasons, I 

decided on IBM Watson’s suite of AI tools (Watson STT; Santiago et al., 2017 and Wat-

son Natural Language Understanding;Vergara et al., 2017) because it provides the needed 

speech to text (STT) transcription, speaker diarization, and emotion recognition.  I as-

sumed that since it was a well-maintained commercial product, having generally good re-

views on online blogposts, it would have state-of-the art emotion recognition and very 

good STT, and could be easily pipelined through multiple models (STT, diarization and 

emotion recognition).   

For test dataset, there are several options available for couple dialog with ground-

truth-coded emotions.  I chose the EMOCAP dataset, the "interactive emotional dyadic 

motion capture database", collected by the Speech Analysis and Interpretation Lab 

(SAIL) at the University of Southern California (Busso et al., 2008).  IEMCOAP is a col-

lection of 151 male and female dyadic conversations by 10 actors, half of which were 
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improvised and half scripted, all with an aim of soliciting a range of five basic emotions-- 

anger, sadness, happiness, frustration and neutral. The dataset includes video, audio, tex-

tual transcriptions, and emotion labels for each utterance produced by a team of three ob-

servers.  IEMOCAP was created by giving two actors (a male and a female) either a sce-

nario to improvise, each of which was chosen to elicit one of the specific basic emotions 

such as anger, fear, sadness, etc., or pre-written scripts which had these specific emo-

tions.  For each conversation the roles were exchanged once, so that the male actor took 

the role of the initial speaker once and then the role of the responding speaker later, and 

the same for the female actor.  This resulted in each of 75 conversations being repeated 

once with the roles reversed, resulting in 151 conversations in total including at least one 

conversation that was divided into two files and analyzed individually for the purposes of 

this assessment.  All the conversations were video recorded in a laboratory setting using 

stationary audiovisual recording equipment with seated actors.  These conversations were 

then labeled for the five chosen emotions by a team of three human judges.  Emotional 

labels were applied to each utterance by each judge and groundtruth was considered the 

emotion label given by at least two out of three of the human judges.  When a simple ma-

jority of the three judges did not agree on a single label, an expedient of ‘xxx’ was ap-

plied and detailed notes were added to the utterance describing the labels considered.  

Human listeners were also employed to transcribe the conversation and label speakers for 

each conversation.  The corpus contains a total of 12 hours of audiovisual recordings.  

The dataset was made with the specific intention of supplying a dataset for development 

of machine learning emotion recognition models.  It has come to be a commonly used 

groundtruth dataset for research on AI models for dialog assessment and hundreds of pa-

pers have been published citing its use. 
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AI Model Pipeline Creation 

Gottman and colleagues most thoroughly describe the mathematics of their pre-

dictive models in Gottman et al. (2005).  The process of converting behavioral codes to 

predictions of marital satisfaction and divorce are here described.  The first step in this 

process is the conversion of behavioral codes to sentiment scores.  Gottman called these 

scores Gottman-Levenson sentiment scores and they represent the Gottman assessed im-

portance of each expressed emotion to the satisfaction and stability of the relationship.  

Gottman based the relative weight of each code on past research showing that, for exam-

ple, negative sentiment in romantic relationships more strongly hurts a relationship than 

positive sentiment repairs it (Gottman, 1993a) and that, as his own research showed, con-

tempt, disgust, defensiveness, and stonewalling were more deleterious than mere anger 

(Gottman et al., 1998; 2005).  In this way, the Four Horsemen are subsumed as predictors 

within the single feature of cumulative sentiment.  The weights given to each behavioral 

code are shown in Table 4 below. 

Table 4. Relative weights ascribed to behavioral codes for conversion to Gottman-Levenson sentiment scores.   

Negative codes weight Positive codes weight 

anger -1 interest +2 

sadness -1 affection +4 

fear 0 humor +4 

defensiveness -2 listener back-

channels (or any 

validation) 

+4 

contempt -4 joy +4 

belligerence -2   

domineering -1   

stonewalling -2   

disgust -3   

whining -1   

    

neutral 0.1   
Note. From Carrere & Gottman (1999). 
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Sentiment scores, as calculated using the above weights, are then cumulatively 

plotted against time (6 second intervals) for each spouse.  Previous work by Gottman had 

used utterance as the unit of time and RCISS as the coding system, rather than SPAFF.  

Gottman et al. (1999) as well as Gottman et al. (2005) advocate for the greater resolution 

of conversational behavior possible with the latter system.  The speaker slope of this col-

lection of these data points of accumulated sentiment scores was significantly correlated 

with divorce by Gottman (Gottman, 1993a).  It also forms the basis for calculation of the 

input features for the Gottman predictive model, as explained below.  

Each emotion recognition model has its own set of emotion labels.  Some models 

have larger sets of labels.  In the Watson pipeline used, predicted emotion labels were of 

a more limited set than those used by Gottman, and indeed were of a more limited set 

than those available to the human coders of the IEMOCAP evaluation dataset.  One ad-

vantage of converting all emotion labels to sentiment values and thence to speaker senti-

ment slope over time, is that each model or dataset can have a common basis for compar-

ison.  In converting emotion labels to sentiment scores, some liberty is taken, but I tried 

to be faithful to the intentions of Gottman in giving more weight to emotions which his 

research showed to be more highly correlated with couple stability or instability.  In do-

ing so, I was careful to consider the weights chosen by Gottman and the similarity of the 

emotion label in question to each of the labels assessed by Gottman as shown in Table 5.  

The only major deviation was for the label fear, for which Gottman gave no weight, i.e. 

zero value, but to which I assigned a negative weight of -3.  I felt that an exception to 

Gottman’s weight scheme was justified here because there were not enough negative la-

bels to produce a balanced sentiment output and suspected that Gottman’s negative emo-

tions (which are absent from the labeling set in Watson) have a higher likelihood of being 
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present in dialog where fear was also present.  The emotion labels and applied weights 

for each of the emotion recognition models tested, as well as for the IEMOCAP ground-

truth labels, are shown below in Table 6.  It should be noted that several expedients were 

made in choice of weights.  IEMOCAP uses ‘xxx’ as a label when two out of three judges 

cannot agree on an emotion, and ‘oth’ (short for ‘other’) when the judges assessed an ut-

terance to express emotions not included in the official labeling set.  In such cases, IE-

MOCAP provides notes detailing the alternatives considered by the judges.  I chose not 

to devote time to thoroughly evaluate these notes and instead chose to ignore the utter-

ance for purposes of estimating a sentiment value.  I did not think the number of occa-

sions where the non-standard labels were used justified the effort needed to more pre-

cisely account for them. 

Tables 5 & 6.  Weights used by author to derive speaker sentiment slopes from Watson and IEMOCAP groundtruth 

 

 It should also be noted that a special procedure had to be implemented in convert-

ing Watson emotion labels to sentiment because Watson STT transcriptions did not dia-

rize for male and female labels.  Watson STT does not use gender diarization but merely 
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labels utterances as Speaker 0 or Speaker 1.  Occasionally, Watson may generate a third 

or fourth speaker label in error where only two actual speakers exist in the audio file.  For 

these reasons it was necessary to estimate the appropriate place and likely gender of the 

speaker for the utterance using Watson’s predicted timestamp and to match this 

timestamp to that of the groundtruth transcript.  Sometimes Watson’s timestamp is offset 

from that of groundtruth.  This is the cause of slight discrepancies in timing between the 

predicted sentiment values and the groundtruth and also for lost utterances which may not 

have been captured in the STT transcription. 

Assessing Model Predictions  

 The last part of the research aim I described involves the assessment of the accu-

racy of speaker slopes generated by the above procedures.  Ideally, one would have Gott-

man’s data or similar couple conversation audio recordings that have been classified by 

Gottman’s behavioral coding methods by speaker slope and couple type and one would 

then compare model predictions to Gottman’s own measured metrics.  Given the limita-

tions on available data, one can at least compare computed speaker slopes generated by 

the AI model to the slopes calculated using human-coded conversations.  Since the Gott-

man model for couple type classification utilizes speaker slope, this predictor gives some 

initial insight into how accurate the Gottman model’s classifications and predictions 

would be.  The following results provide a comparison of speaker sentiment slopes be-

tween those estimated by the Watson pipeline and those calculated using the human-

coded emotions available from the test datasets.  I consider this a worthwhile first step in 

assessing accuracy given the limitations imposed by the lack of actual behaviorally coded 

couple data. 
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RESULTS 

 

 As a preliminary step, the average of male and female speaker sentiment slopes 

for each conversation using groundtruth data from IEMOCAP were compared to the 

overall predicted speaker sentiment slopes for all diarized speakers for the same conver-

sation, as explained in the Methods section.  In order to justify averaging the slopes be-

tween conversation partners, it may be prudent to first check if speaker slopes are gener-

ally strongly correlated between partners in conversation.  Indeed, Gottman’s research 

shows this to be the case, but I calculated the Pearson correlation between male and fe-

male groundtruth sentiment slopes for all 151 conversations in IEMOCAP.  As couples 

generally express similar sentiment slopes during conversation (Gottman et al., 2005), 

one would expect male and female slopes to be highly correlated.  In fact, this is found to 

be the case, with calculated correlations of r(149) = .915, p<.001.  A scatterplot of male 

speaker sentiment slopes by female speaker sentiment slopes, showing the correlation is 

shown in Figure 3 below. 
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Figure 3 Scatterplot showing female speaker sentiment slope for each of 151 IEMOCAP conversations plotted against 

male speaker sentiment for the same conversations with 95% mean confidence interval shown. 

Next, Watson’s three-step diarization, STT, and emotion-recognition pipeline was 

evaluated for its correlation with sentiment slopes derived from groundtruth data.  Wat-

son’s predicted sentiment slopes strongly correlated with those produced using ground-

truth emotion codes for averaged male and female conversation partners, r(149) = .761, 

p<.001.   A scatterplot showing overall predicted speaker sentiment slopes for all speak-

ers vs. average groundtruth speaker sentiment slopes for male and female speakers is 

shown in Figure 4, below. 
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Figure 4 Predicted slope for both speakers for each conversation plotted against average groundtruth slope for the 

same conversations with 95% mean confidence interval shown. 

There is some error in the predicted slopes, and I was curious as to how much of 

the error in the AI pipeline may have been due to the STT and diarization models as dis-

tinct from error generated by emotion recognition.  Therefore, I also evaluated a pipeline 

which used only Watson’s Natural Language Understanding textual emotion recognition 

model to code IEMOCAP’s human transcriptions of the 151 conversations (rather than 

Watson’s diarization and STT).  This abbreviated pipeline yielded predicted speaker sen-

timent slopes which were very strongly correlated with those produced by groundtruth 
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data, r(149) = .848, p<.001.  A scatterplot of predicted slope for both speakers using the 

no STT pipeline against slope derived from groundtruth data is shown in Figure 5. 

 

Figure 5. Predicted slope for both speakers for each conversation in the no STT Watson pipeline plotted against 

groundtruth slope for the same conversations with 95% mean confidence interval shown. 

 In order to determine in more detail, how Watson’s sentiment predictions in the 

full STT pipeline differed from groundtrth, two confusion matrices were tabulated for the 

predicted and groundtruth sentiment labels for each of the N=6916 utterances in the 151 

conversation IEMOCAP dataset.  These sentiment labels were binned into positive, nega-

tive, and neutral sentiment and the totals in each of these three categories were tabulated 

and are shown in Tables 7 and 8.  Watson was more likely to label utterances as neutral 

when they were actually positive, doing this for 53% of all positive utterances.  Watson 

was also more likely to label negative utterances as neutral, doing this in 48% of negative 

utterances.  Explanations for this bias toward neutral labels and its probable effect on 

overall speaker sentiment slope prediction is explored in the Discussion section. 
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Table 7. Crosstabulation of negative, neutral, and positive sentiment labels from Watson's full STT sentiment prediction 

pipeline against negative, neutral, and positive sentiment labels derived from IEMOCAP groundtruth data for each of 

N=6916 utterances 

Predicted Sentiment * True Sentiment Crosstabulation 

 

True Sentiment 

Total -1.00 .00 1.00 

N % N % N % N % 

Predicted Senti-

ment 

-1.00 999 37.3% 774 25.2% 183 15.7% 1956 28.3% 

.00 1279 47.7% 1666 54.3% 619 53.0% 3564 51.5% 

1.00 402 15.0% 628 20.5% 366 31.3% 1396 20.2% 

Total 2680 100.0 3068 100.0% 1168 100.0% 6916 100.0% 

 

Table 8. Crosstabulation of negative, neutral, and positive sentiment labels derived from IEMOCAP groundtruth data 

against negative, neutral, and positive sentiment labels from Watson's full STT sentiment prediction pipeline for each of 

N=6916 utterances 

True Sentiment * Predicted Sentiment Crosstabulation 

 

Predicted Sentiment 

Total -1.00 .00 1.00 

N % N % N % N % 

True Sentiment -1.00 999 51.1% 1279 35.9% 402 28.8% 2680 38.8% 

.00 774 39.6% 1666 46.7% 628 45.0% 3068 44.4% 

1.00 183 9.4% 619 17.4% 366 26.2% 1168 16.9% 

Total 195 100.0 3564 100.0% 1396 100.0% 6916 100.0% 

 

As a further step toward understanding factors affecting Watson’s performance, a 

detailed analysis of how Watson scores two sample conversations in the STT and no STT 

conditions was conducted and partial results are shown in Figures 6-9 and Table 9.  There 

are two conversations shown and each has timelines for the STT pipeline and No STT 

pipeline.  Groundtruth differs slightly between the two conditions because of the way 

Watson estimates timestamps for each utterance in the STT condition.  Some utterances 

may be lost in the transcription and no sentiment values are recorded for them.  A sample 

of several lines of the first conversation are shown. 
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Several points are worth noting.  One would expect groundtruth male and female 

to be the same for both the STT pipeline and the no STT pipeline.  In actuality they are 

slightly different simply because groundtruth is plotted from Watson’s timestamp in the 

first case, and from groundtruth timestamp in the second.   

 

 

Figure 6. Time series plot of Gottman-Levenson sentiment scores derived from predicted data from Watson pipeline 

with STT and diarization and from groundtruth data for conversation Ses01F_impro01 in the IEMOCAP dataset  
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Figure 7. Time series plot of Gottman-Levenson sentiment scores derived from predicted data from Watson pipeline 

with no STT and from groundtruth data for conversation Ses01F_impro01 in the IEMOCAP dataset 
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Figure 8. Time series plot of Gottman-Levenson sentiment scores derived from predicted data from Watson pipeline 

with STT and diarization and from groundtruth data for conversation Ses01F_script_01_1 in the IEMOCAP dataset 
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Figure 9. Time series plot of Gottman-Levenson sentiment scores derived from predicted data from Watson pipeline 

with no STT and from groundtruth data for conversation Ses01F_script01_1 in the IEMOCAP dataset 

 

Table 9. A sample of time series data for IEMOCAP conversation Ses01F_impro01 showing groundtruth utterance, 

timestamp, speaker, predicted emotion, derived Gottman-Levenson sentiment score, cumulative sentiment score, 

groundtruth emotion label, derived groundtruth Gottman-Levenson sentiment score and cumulative sentiment score 

IEMOCAP Conversation Ses01F_impro01 Predicted & Groundtruth Sample Data 

Utterance Start 

Time 

Speaker Predicted 

Emotion 

Pre-

dicted 

Score 

Pre-

dicted 

Cumu-

lative 

True 

Emo-

tion 

True 

Score 

True 

Cumu-

lative 

Excuse 

me. 

6.2901 F sadness -1 -1 neu 0.1 0.1 

Do you 

have your 

forms? 

7.5712 M neutral 0.1 0.1 fru -2 -2 

Yeah. 10.01 F neutral 0.1 -0.9 neu 0.1 0.2 

Let me 

see them. 

10.9266 M neutral 0.1 0.2 fru -2 -4 
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Is there a 

problem? 

14.8872 F sadness -1 -1.9 neu 0.1 0.3 

Who told 

you to get 

in this 

line? 

16.8352 M neutral 0.1 0.3 fru -2 -6 

You did. 19.29 F neutral 0.1 -1.8 xxx 0 0.3 

You were 

standing 

at the be-

ginning 

and you 

directed 

me. 

21.3257 F joy 4 2.2 xxx 0 0.3 

Okay. But 

I didn't 

tell you to 

get in this 

line if you 

are filling 

out this 

particular 

form. 

23.47 M neutral 0.1 0.4 fru -2 -8 

 

I note that overall, the plotted slopes for Watson’s predicted sentiment are re-

markably similar between the STT and no STT conditions.  Surprisingly it would seem 

that Watson still produces similar emotional classification of utterances despite the poor 

accuracy of the machine transcription. 

Also, a detailed analysis was conducted of Watson’s labeling of utterances for 

several of the test conversations.  Details of this analysis appear in the Discussion section.  

It is also apparent, as noted in the discussion, that Watson produces emotion classifica-

tions that are more neutral in general than groundtruth, probably in large part due to its 

lack of historical memory.  
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DISCUSSION 

 

Findings show that the tested AI algorithms, despite problems with accuracy, can 

nevertheless produce assessments of couple sentiment trajectories during conversation 

that are strongly correlated with sentiment trajectories that are based on a human-judged 

groundtruth.  This is seen for both a pipeline that had numerous errors due to poor STT 

and diarization and a pipeline that used more accurate human transcriptions.  These re-

sults show a benefit of converting emotion labels to sentiment values in that it reduces the 

need for accurate classification of emotion in order to achieve meaningful assessments of 

behavior.  The distinct advantage the Gottman model presents for automation with affec-

tive AI input techniques is that its behavioral-coded input data is converted to sentiment 

scores, which allows for some flexibility in the predicted data’s precision.  Emotion la-

bels or behavioral codes do not have to precisely correspond to groundtruth as long as 

overall trends in the dialog’s sentiment are reflective of the trends of groundtruth.  This is 

why the present research compares speaker sentiment slope over time rather than the be-

havioral codes themselves.  Specific utterances may be labeled differently between the 

prediction and groundtruth, but as long as their cumulative sentiment scores are similar, 

similar speaker slopes will result between prediction and groundtruth, resulting in similar 

classification of couple type by the Gottman model.  For this reason, evidence of strong 

correlation between predicted speaker slope and groundtruth speaker slope support use of 

AI automation for making Gottman predictions of couple type and couple stability.  This 

research shows potential for AI models to interface with Gottman’s predictive dynamical 
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model to predict couples’ interaction style and marital trajectories based on short samples 

of behavioral data.   

Factors affecting Watson pipeline performance 

It must be noted that although strong correlations were found between predicted 

and groundtruth slopes, actual slope values are significantly lower for Watson than those 

derived from groundtruth labels.  Several characteristics of the Watson emotion labeling 

affected slope predictions.  Considering the scatterplots of predicted slope against 

groundtruth-derived slope for each conversation in Figure 4, one notes that if Watson was 

yielding perfect predictions of emotion and sentiment for each utterance, relative to a hu-

man-judged groundtruth, predicted speaker slopes should exactly equal groundtruth 

speaker slopes, yielding a best-fit line of slope 1 and zero variance in the above figure.  In 

actuality, Watson’s predicted slopes in the full STT emotion recognition pipeline plotted 

against groundtruth are B=0.33 (or about 1/3).  What this means is that Watson’s predic-

tions for sentiment slope are in general substantially more shallow than groundtruth 

slopes for each conversation.  This bias toward lower predicted slope is evenly distributed 

throughout the continuum of slope values, appearing for negative-trending conversations 

and for positive ones, as seen in Figure 4, so conversations in which the speakers trend 

toward very negative, hostile sentiment are predicted by Watson to trend toward less neg-

ative, less hostile trajectories and conversations which trend toward positive, happy senti-

ments are predicted to trend toward more neutral, less positive outcomes.  This under-es-

timation of speaker slope is in my view, likely caused by Watson’s tendency to over-as-

sign neutral emotion labels to utterances that should be either negative or positive.  This 

over-labeling for neutral sentiment codes is evident in the crosstabulations shown in 
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Tables 7 & 8 as noted in the Results section.   Higher prevalence of neutral labels leads to 

more shallow cumulative sentiment slope estimates.  Furthermore, the tendency for Wat-

son to over-label for neutral is also hypothesized to be due in certain measure to Wat-

son’s imperfect STT model.  Utterances which are not correctly transcribed will likely 

handicap the emotion recognition model’s comprehension of their meaning and sentiment 

value, yielding a neutral sentiment prediction where there should have been some mean-

ingful sentiment detected.  This tendency of Watson to over-label the neutral class is 

clear in the crosstabulation in Tables 7 & 8, as mentioned but it is also supported by the 

scatterplot in Figure 5 which shows predicted sentiment slopes against groundtruth-de-

rived slopes for the no-STT condition.  In this plot, linear regression slope (B=0.44) is 

closer to 1 than it is for the STT condition (B=0.33), although still quite shallow, indicat-

ing a less neutral labeling bias and more accurate slope prediction.   

I must note, however, that the fact that Watson’s predicted slopes are overall less 

than groundtruth, does not negate their value as a predictive model for creating input for a 

Gottman classification of couples.  Even though slope predictions are in general lower 

than groundtruth, they are still highly correlated with groundtruth, meaning their bias can 

be corrected by multiplying predicted slope by an appropriate scalar (in this case 3.0) and 

adding an appropriate intercept to the regression, yielding a predicted slope which would 

be very close to groundtruth in this IEMOCAP test dataset. 

Another notable observation from the scatterplots, which speaks to the regression 

model’s utility, is that in general Watson appears to recognize both negative and positive 

sentiment slopes equally well.  Since the best-fit line appears to fit datapoints in the nega-

tive and positive quadrants with a similar degree of precision, it would indicate that 



 53 

 

Watson’s predicted sentiment slopes would appear to work equally well for negative, 

neutral or positive trending conversations.   

In addition to the factors noted above and as I mentioned in the Results section, 

there would appear to be another factor influencing Watson’s prediction accuracy for sen-

timent slope.  A detailed analysis of Watson’s emotion labeling of utterances, illustrated 

in Table 9, revealed Watson may be handicapped by a lack of historical memory.  Histor-

ical memory in a human listener or participant in conversations refers to the listener’s 

ability to contextualize a single utterance in the emotional meaning of the entire conver-

sation.  Utterances are not evaluated for meaning in isolation, but are evaluated in the 

context of previous emotional expression and an integrated understanding of how the spe-

cific utterance fits into the larger emotional meaning of the conversation.  Watson ap-

pears not to possess a mechanism to model human historical memory for emotion recog-

nition.  I could not find any mention of the technology on the Watson website or in its 

service manual (Vergara et al., 2017).  As noted in the Introduction, the use of historical 

memory, also known as attention mechanisms, is a recent innovation in textual emotion 

recognition for conversation.  It appeared evident in this analysis that Watson’s emotion 

classification suffers from a lack of dialog-aware historical memory of utterances, which 

are normally considered by human listeners.  An example is provided in Table 9.  In this 

conversation, the 6th utterance down on the transcript reads, “Who told you to get in this 

line?” which when taken out of its context in the conversation is rightfully a neutral ques-

tion, but in the context of the conversation excerpted in Table 9, it is clearly an expres-

sion of frustration. 
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Other limitations 

 An important limitation of this research was that the test dataset, namely IE-

MOCAP, relied on trained actors reading from scripts or improvising around topics de-

signed to elicit specific emotions rather than actual couples talking about a current source 

of conflict in their relationship.  It is not clear how these conversations differed from 

those of real couples in conflict.  The emotion labels provided by this dataset also were 

not the same as those used by Gottman and colleagues in creating their models.  Gott-

man’s label set was much broader than that provided by IEMOCAP and included many 

behavioral codes that were directly relevant to his model’s predictors. 

 Another limitation is the generalizability of the Gottman model itself.  It was cre-

ated using heterosexual, married couples of a middle-class English-speaking, American 

demographic.  As noted in the Introduction section, there are questions raised in peer re-

sponses to Gottman’s work, that rightfully raise the issue of generalizability.  Does the 

model work in other cultures, in other relationship patterns, such as cohabiting couples or 

couples just beginning a dating relationship?  Do the AI models available provide the 

same potential for use using non-English recordings?  Additional research is needed to 

address these questions. 

 Additionally, the emotion labeling used in this research relied solely on textual 

data in the transcriptions.  Other data used by Gottman’s coders to create the input for the 

Gottman model came from the voice prosody, non-verbal behavior, and facial expres-

sions of the couples.  The model I used did not include these modalities and this may pre-

sent a handicap to a more comprehensive assessment of emotional content. 
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Suggestions for future research 

There are three main ideas for future research which arise from the present study.  

Firstly, there is a natural goal of seeing this work through to the creation of a complete 

pipeline which can take audio recordings or live capture of couple conversation and pro-

duce from it a predicted classification of the couple’s relationship style or couple type 

(and perhaps offer therapeutic feedback along the way).  Predictions regarding marital 

satisfaction and longevity are also possible from these conversational data using Gott-

man’s model.  Secondly, there is the goal of continuing to improve the accuracy of pre-

dictions.  And thirdly, there is the goal of addressing the limitations noted above, namely 

the lack of actual couple conversational data for model testing, and the unanswered ques-

tion of generalizability of the Gottman model. 

For the first idea, Gottman and colleagues (2005) provided a means of predicting 

couple interaction style using sentiment slope data from their conversations about a cur-

rent problem they are having in their relationship.  In Gottman’s research, couple types 

were classified using questionnaires, as described in Gottman et al. (1999), and mean 

steady state values (what Gottman called ‘set points’) for each couple type were calcu-

lated based on the coded conversations.  Each of the five classes had associated mean 

steady state values which are presented in Table 10 below. 
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Table 10.  Average Gottman parameters for each of Gottman’s five couple types derived from empirical observation of 

couple interaction using RCISS unaccumulated point graphs.   

 Husband’s Average Set Points Wife’s Average Set Points 

Couple type Inertia Uninfl. Infl. Inertia Uninfl. Infl. 

Low-Risk Couples 

Volatile 

Validating 

Avoiding 

  

.33 

.37 

.18 

  

.68 

.38 

.26 

  

.75 

.56 

.53 

  

.20 

.14 

.25 

  

.68 

.52 

.46 

  

.61 

.59 

.60 

AVERAGE .29 .44 .61 .20 .55 .60 

High-Risk Couples 

Hostile 

Hostile-Detached 

  

.32 

.40 

  

.10 

-.42 

  

.03 

-.50 

  

.51 

.46 

  

-.64 

-.24 

  

-.45 

-.62 

AVERAGE .36 -.16 -.24 .49 -.44 -.54 
Note. From Gottman et al. (1999 & 2005). Inertia=r1, r2; Unif.=uninfluenced set point, a/(1-r1), b/(1-r2); Infl.=influ-

enced set point, IHW, IWH 

  

Gottman et al. (1999) used questionnaires to classify couples by type and then es-

timated set points for each of the five types.  If sentiment slopes can be successfully esti-

mated using AI tools, as I argue here, I would propose reversing Gottman’s couple type 

classification process and use the set points derived from speaker sentiment slopes to 

classify couples by type.  New couples can be classified in one of the above types using a 

k-nearest neighbor (KNN) approach with decision boundaries created at the midpoints 

between each of the mean values shown.  KNN can also calculate probabilities for each 

of the classifications by converting distance to decision boundaries to a probability.  This 

is potentially the most useful result of this research, the classification of couples into 
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Gottman couple type through computerized analysis of their conversations.  It can make 

an assessment of couple type that can be used to provide targeted therapeutic resources 

tailored to the couple’s communication type, an AI assessment and therapy system.   

In the interest of getting a sense of how far spread apart the discreet means are in 

Table 10 above, and hence, how much power they provide for discriminating between 

classes, I did a pairwise comparison of the values, shown in Figure 10 below.  The pair-

wise plot shows what appears to be sufficient separation between means for a KNN ap-

proach, however, Gottman does not provide any data on the variance or standard devia-

tion of these means, which if it were available, would make an assessment of separation 

more rigorously precise. 

Another intriguing prospect, left for future research, is to predict future marital 

satisfaction and the likelihood of divorce for a given couple based on speaker slope data 

and other captured features. Associated probabilities for marital satisfaction and divorce 

can be made, based on Gottman’s observed data.  Gottman (1993a) presents the follow-

ing divorce occurrence data segregated by speaker slope: 3% of couples with positive 

speaker slope at Time 1 divorced after 4 years, while 19% of couples with negative 

speaker slope divorced, based on his longitudinal sample of 79 couples.  In the same 

study, it was shown that couples with divorce ideation at Time 1 had much more negative 

speaker slopes:  52% of negative sloped husbands reported seriously considering divorce 

vs. 18% of positively sloped husbands.  For wives the percentages were 33% and 48%, 

respectively.  Such data could be used to estimate the risk of future divorce for newly as-

sessed couples using this algorithm.  Such predictions may be useful in providing a warn-

ing or some type of guidance that such a risk is higher in certain couple types.  It 
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certainly fits with the goal of this research in creating a model of couple interaction that 

has both typological assessment and predictive capabilities. 

 

Figure 10. Pairplot comparison of Gottman set point means 

It is my view that in order to achieve the goal of predicting Gottman couple type 

and marital trajectory using affective computing, several approaches to improving the ac-

curacy of the AI predictions should be advanced.  Firstly, additional models should be as-

sessed, including a thorough evaluation of dialog-aware models and multi-modal models.  


