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Chapter 1: Background: The search for effective electric stimulation protocols for 

peripheral nerve regeneration, specifically in dorsal root ganglion (DRG), is an ongoing 

area of interest. Multiple stimulation parameters using direct current, alternating current 

and pulsed magnetic electric fields have proven to increase neurite regeneration. In the past, 

there has been limited exploration of the impact of action potential-like electrical 

stimulation on DRG regeneration. New method: A novel action potential-like electrical 

stimuli output from a custom-built action potential generator board was used to assess 

multiple stimulation parameters on DRG regeneration. Finite-element modeling was used 

to determine electrolyte potential across a non-uniform electric field to test the effects of 

electric field strength from action potential-like stimuli on DRG regeneration. Total neurite 

length and neurite branching per DRG were examined for each applied field strength and 
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frequency to determine the effects of action potential-like stimulation on DRG structural 

regeneration. Results: Action potential-like stimulation showed inhomogeneous 

distribution of neurite regeneration and branching with higher regeneration and branching 

seen in areas away from the electrodes compared to the nearly homogenous distribution 

seen from the controls. Whole well analysis showed significant increases in total neurite 

regeneration and branching across all stimulation conditions with electric field strength, 

particularly 40 V/m, having the strongest effect on DRG structural regeneration. 

Comparison with existing methods: This study provides preliminary evidence supporting 

the hypothesis that action potential-like electric fields can improve DRG regeneration. 

Conclusions: This system and method may have applications for clinical interventions 

aimed at rehabilitating damaged peripheral nerve pathways.  

Chapter 2: Background: Microelectrode arrays (MEAs) are suited for in vitro electrical 

and synaptic manipulations of neuronal cultures to study network activity at the whole 

culture level under normal and diseased conditions. Method: 24-well MEAs with 12 

electrodes per well were used to examine parameters categorized into three levels of 

neuronal activity; spiking activity, neuronal excitability, and neuronal connectivity. These 

parameters were used to determine a stable developmental time window and determine the 

most robust parameters to perform pilot studies with electrical stimulation and 

neurotransmitter agonists to observe direct and synaptic responses for future comparison 

to diseased phenotypes. Results: Utilizing four batches of dissociated, primary cortical 

neurons, a stable time window was found from DIV10-DIV19. Descriptive analysis 
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determined % spikes in network burst, mean burst spike rate, % spikes in burst, mean 

network burst duration, mean network burst spike rate, and mean burst duration to be the 

most robust neuronal activity parameters batch-to-batch. Electrical stimulation with five 

biphasic pulses, 500 µs wide per pulse, with an interpulse interval of 10 ms, in combination 

with AMPA and NMDA receptor agonist, showed that our stimulation protocols did not 

elicit electrical responses to the stimuli, but rather glutamatergic dependent synaptic 

responses. The addition of picrotoxin, a GABAA receptor antagonist, increased bursting 

activity parameters as well as increased synchrony of activity in medium spiny neurons. 

Comparison with existing methods: This study provides pilot test results for the 

establishment of stable, primary neuronal networks in a MEA platform. Pilot tests of 

electrical and synaptic evoked responses from MEA electrical stimulation will contribute 

to eventually establishing the MEA as a mechanistic tool to bridge molecular and 

phenotypic network activity for the future comparison with diseased neuronal networks. 
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1 STURCTRUAL (RE)GENERATION OF CULTURED DROSAL ROOT 

GANGLION NEURONS IN RESPONSE TO BIOLOGICAL ACTION 

POTENTIAL-LIKE STIMULI

1.1 Introduction  

The pursuit for effective electrical stimulation protocols to promote neurite outgrowth and 

regeneration in peripheral neurons, such as dorsal root ganglion neurons, is an active area 

of research [1], [2]. Most studies have focused on the effects of direct current [3], [4], [5], 

[6], alternating current [1], [7], [8], or pulsed magnetic fields [9], [10] on DRG outgrowth 

and regeneration. These studies revealed that neurons have a broad response to a variety of 

electrical stimulation protocols in terms of neurite outgrowth and regeneration. 

The ability of electrical stimuli to enhance nerve regeneration has been well 

demonstrated both in vivo and in vitro. On the efferent side, one study demonstrated that 

electrical stimulation applied to the spinal cord or sciatic nerve root axon accelerated axon 

sprouting in partially denervated muscle by means of sinusoidal electrical stimulation at 50 

to 100 Hz for 10 to 60 minutes [11]. Studies on physical therapies found that electrical 

stimulation is an artificial means to induce activity in axotomized neurons while exercise 

is the natural way to achieve the same [12], [13], [14], [15]. This activity enhances the 

expression of brain-derived neurotrophic factor (BDNF) and pro-regenerative associated 
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genes which expedited sensory [16] and motor [17] axon growth in rat models. Moderate 

exercise promoted axonal sprouting in partially denervated muscles [18], [19]. In the same 

approach, low frequency electrical stimulation at 20 Hz had positive effects on axonal 

regeneration and muscle reinnervation potentially because 20 Hz is approximately the 

mean firing frequency of motor neurons in both humans and animals [20].  

On the afferent side, direct current electric fields within the range of 20 Hz to 200 Hz 

with corresponding electric field ranges up to 25 V/m positively influenced DRG 

outgrowth [3], [4]. In an in vitro study that utilized low intensity pulsed ultrasound 

stimulation, 20 Hz with voltages of 0.5 V or 0.8 V significantly increased DRG neurite 

outgrowth and branching 18 hours after a 3 minute stimulation duration [21].  In a study 

that demonstrated the synergetic effects of substrate stiffness and electrical conductivity of 

carbon nanotube-hydrogel composites, neurons stimulated for 1 hour with 30 V/m direct 

current showed increased neurite outgrowth and mean neurite length by 2-fold and 1.8-

fold, respectively [22]. We previously showed that stimulation frequency can alter DRG 

neurite growth in vitro [1]. Stimulation applications for pain management and analgesia 

have found that low frequency signaling (< 20 Hz) activates the native endogenous opioid 

system which inhibits action potential signals while higher frequencies (> 25 Hz) excite 

neuron activity [23]. Frequencies as low as 4 Hz have demonstrated clinical effectiveness 

at modulating DRG neurotransmission by mimicking low-threshold mechanoreceptor 

fibers that transmit or modulate innocuous tactile sensations [23]. Computational modeling 

of DRG stimulation for chronic pain indicated that afferent signaling was blocked via T-
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junction filtering in stimulated DRGs with frequencies above 2 Hz at amplitudes of 2.8-5.5 

x the stimulation threshold of -20 mV [24]. This model confirmed that the amplified 

filtering at the T-junction was dependent on calcium and calcium-dependent small 

conductive potassium channels to produce a hyperpolarization offset in the soma, neurite 

stem, and T-junction of the modeled DRG with repeated action potentials during the 

stimulation [24]. In an in vitro study utilizing ganglionic field stimulation, 60 Hz at 30 V 

with 400 μsec pulses reduced the generation of action potentials in the soma of intact DRG 

during membrane depolarization [25].   
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Table 1-1 Review of stimulation parameters used for DRG growth, outgrowth, or regeneration.   

Current type Study type Magnitude, potential, or pulse trains Frequency Stimulation Duration Time between stimulation and analysis Results Ref. 

D
ir

ec
t 

cu
rr

en
t 

 

In vivo 100 ms with 3-5 V pulses 20 Hz 1 hour 3 weeks 70% increased stimulated neurite regeneration compared to 40% 

regeneration without stimulation 

[5] 

In vivo 25 V/m N/A 10 minutes 48 hrs Increased outgrowth on laminin and collagen substrates [3] 

In vivo 100 μs at  3 V 20 Hz 1 hour 21 days Significant increase in regeneration and reinnervation into surrounding 

cutaneous and muscle branches 

[16] 

A
lt

er
n

a
ti

n
g

 c
u

rr
en

t 

 

In vivo 0.1 ms at 3 V 20 Hz 1 hour 1, 3, 5, 7, and 9 weeks Increase number of regenerated myelinated axons in groups that received 

stimulation and/or exercise 

[15] 

In vivo Bipolar pulses 20 Hz; 200 Hz 1 hour 14 weeks Upregulation of neurotrophic factors and receptors that precede accelerated 

upregulation of growth associated genes 

[26] 

In vivo 1 mA 2 Hz; 20 Hz; 20 Hz 15 minutes every other 

day 

7, 14, 21, and 28 days after injury Improved regeneration at 20 and 200 Hz 4 week after injury compared to 0 

and 2 Hz. 

[27] 

In vitro 1-10 V biphasic rectangular pulses 0.1-100 Hz 30 minutes 1, 3, and 5 days Increased neurite length seen with 1 Hz, 10 Hz, and 100 Hz at 5 V; increased 

neurite length seen with 5 V and 10 V at 10 Hz on days 1, 3 and 5 

[28] 

In vitro 17.86 V/m sinusoidal pulses 20 Hz; 200 Hz;1 

MHz; 20 MHz 

1 hour 24 and 48 hours Megahertz stimulation does not enhance or impair neurite growth; 20-200 Hz 

increases radial growth, intracellular calcium, and neurite orientation 

[1] 

In vitro 100 μs biphasic pulse at 2 μA 20 Hz 1 hour Daily from days 1-7 Significant neurite regeneration seen from days 1-7 [7] 

P
u

ls
ed

 c
u

rr
en

t 

 

In vitro Asymmetric, 220 ms-wide, 4.0 mT-peak pulses 15 Hz; 25 Hz 18 hours 6 hours Significant asymmetric neurite outgrowth in combination with neural growth 

factor with no preferred orientation to induce electric field 

[29] 

In vitro 20 μs pulses at 0.25 V/m Between  10 & 25 

Hz 

18 hours 18 hours Significant asymmetrical growth with directional growth parallel to the 

current’s direction 

[10] 

In vitro 1000 cycles/pulse, 3600 pulses at 0.2, 0.5, or 0.8 V 20 Hz 3 minutes 18 hours 2.83-fold increased neurite outgrowth and 2-fold neurite branching compared 

to controls 

[21] 
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These studies strongly suggest that electrical stimulation holds significant value in 

promoting increased neurite outgrowth and regeneration. The optimal electrical parameters 

in promoting neurite regrowth and functional recovery however remains elusive. Natural 

signaling in peripheral nerves possess more dynamical complexity than what is embedded 

in direct current, alternating current, or pulsed magnetic fields, and this complexity might 

be important for functional restoration of the nerve pathways.  

In this paper, the two features that we explored for adaptive plasticity of the 

regenerative processes were the field strength and frequency. An already established 

electrical stimulation protocol which implements biometric electrical stimulations that 

mimic physiological action potential propagation and its dynamic patterns is the 

mathematical Izhikevich’s model [30]. This model will be used to provide insight on the 

association of biomimetic electric stimuli and DRG neurite regeneration. To 

physiologically model neuronal activity, we deployed a custom-built action potential 

generator board that output programmable waveforms comparable to physiological signals 

from human mechanoreceptors. The board is used in tandem with a finite element model 

to understand the electric field distribution and to tailor the stimulation spatiotemporally. 

The evolution of DRG morphology was compared for several action potential-like 

stimulation protocols that examined the effects of electric field strength and frequency on 

DRG regeneration in comparison to spontaneous DRG regeneration. Morphological 

changes were analyzed with the high throughput software NeurophologyJ that screened 

microscopy images and quantified structural regeneration. Unlike other methods using 



 

6 

direct and alternating electrical current stimulation and uniform electric fields, our method 

allows for analysis of biomimetic electrical stimulation on DRG regeneration across a 

range of electrical potentials and electric field strengths. 

1.2 Experimental Methods 

1.2.1 Action potential generator board 

To generate action potential-like electrical stimuli, an innovative action potential 

generator board was developed (Figure 1-1). The board includes eight independent 

channels. Each channel is capable of outputting an action potential-like signal with 

programmable waveform, firing rate (frequency), polarity, amplitude, and resting potential. 

The action potential waveform is easily defined with a looked-up table of x, y coordinates 

and stored on an SD card integrated on the board. In addition, the action potential waveform 

can correspond to any shape indicative of the rising, peak, falling, undershoot, and 

refractory phases of physiological action potential cycles. The firing rate (frequency) of the 

action potential can be externally or internally triggered at a constant or variable frequency 

with the range of 0 to 50 kHz. Independent triggers can be generated up to 1 kHz using a 

USB serial interface. If internal triggering is used, then input pulses can be generated in 

bursts with a programmable burst rate and pulse count. For each trigger event, the sample 

waveform is outputted digitally using an onboard microcontroller with a digital-to-analog 

converter. The eight independent output channels were implemented with two quad 16-bit 

digital-to-analog converters driven by a microcontroller using a high-speed SPI interface. 

Each digital-to-analog output is low-pass filtered and fed to an output amplifier, providing 
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a user selectable gain with a full-scale output voltage range of ±6 V or ±0.6 V. This setup 

may be necessary to adapt to varied distance between the electrodes and the impedance of 

the media. The rated output current per channel is 10 mA maximum. The resting potential 

can also be modulated between the ± 6 V range to allow for DC electric fields to simulate 

different cellular disease states and cell types.   

 

 

 

 

Figure 1-1 Customized action potential generator board. (a) The PCB has eight outputs 

(b-i) that can be pre-programmed or controlled in real-time to produce a variety of action 

potential patterns. The action potentials can consist of independent or spatiotemporally 

patterned spiking or bursting signals. The realistic action potential waveforms (j-k) can 

be programmed to vary in polarity, frequency, amplitude, and phase. 
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1.2.2 Electric chambers and stimulation parameters 

Chambered coverslips with 8 wells (µ-Slide 8 well chamber) were purchased from Ibidi 

(USA). Non-toxic polylactic acid was used to 3-D print a fitted lid for the chamber. This 

lid provided a stable environment for electrode insertion for cultured DRGs during 

stimulation protocols. Gold electrodes extracted from 10 μl Neon electroporation tips 

(ThermoFisher, USA) were utilized for the stimulation. These electrodes were 0.045 mm 

in diameter and two electrodes were inserted diagonally into one well at a 10 mm distance 

between the positive and negative electrodes. Gold electrodes produced a more uniform 

electric field and were less toxic to cells [31]. For the action potential-like stimulation 

parameters, electric field strengths of 20 V/m, 0.4 V/m, or 0.6V/m at frequencies of 20 Hz 

or 250 Hz were used to stimulate atomized DRG for one hour. All analyzed spontaneous 

and stimulation parameters used in this study were summarized in Table 1-2 below. 

 

Table 1-2 Parameters used to study DRG regeneration with action potential-like 

stimulation. 

 

DRG axotomy 

recovery 

duration 

Electric field 

strengths 
Frequency 

Stimulation 

duration 

Time between 

stimulation 

and analysis 

(a) Spontaneous regeneration/CTL 1h to 120h 

(b) 2h 20 or 40 V/m 20 Hz 1h 24h 

(c) 2h 20, 40, or 60 V/m 250 Hz 1h 24h 

(d) 3h 20, 40, or 60 V/m 250 Hz 1h 24h 

(e) 4h 20, 40, or 60 V/m 250 Hz 1h 24h 
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1.2.3 Finite element model 

Finite element analysis was performed to determine the electric field of the action 

potential-like pulse set at a 0.2 V amplitude excitation in the 11 x 10 mm chamber well. 

Thus, a two-dimensional finite element model was created in COMSOL Multiphysics 

environment. The simulated chamber well was divided into 7 regions with the anode 

electrode in the lower left corner and the cathode electrode in the upper right corner. For 

the simulation, the regions were meshed with extra fine quad meshes. The two electrode 

areas, whose radii were 0.045 mm, were defined by small circles and excluded from the 

calculation.  The distance between the anode and cathode was set as 10 mm. The 

simulation was performed using a 0.3 S/m electrolyte conductivity and a H2O dielectric 

constant of 78 for the DRG complete neural basal media. The governing equations used 

for the COMSOL simulation can be seen from Equations 1: 

∇ ∙ 𝐽 = 𝑄𝑗,𝑣 (Equation 1) 

Where ∇∙J is the scalar current density and Qj,v was the unit change of current density 

and potential. According to the Ohm’s law, the relation between J in Equation 2 and 

electrical field E was as follows: 

J = σE +  
∂D

∂t
+ Je (Equation 2) 

Where σ represented the electrolyte conductivity at a value of 0.3 S/m. The electric 

displacement was represented by  
𝜕𝐷

𝜕𝑡
. The externally generated current density was 

represented with 𝐽𝑒. The electric field intensity was given by Equation 3: 

𝐸 = −∇𝑣 (Equation 3) 
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Where E is the electric field intensity and -∇v is the electric scalar potential. The 

boundary condition was fitted to the edges of the simulated chamber in COMSOL and was 

based on the positive electrode input equation from the action potential generator board. 

The simulated action potential-like excitation pulse of 0.2 V was shown with a total time 

of 1 second.  In COMSOL software, the dynamic electrode potential over time was shown 

in Equation 4: 

𝐴 = 𝑎1 ∙ 𝑒
−(

𝑡−𝑏1
𝑐1

)
2

+   𝑎2 ∙ 𝑒
−(

𝑡−𝑏2
𝑐2

)
2

− 𝑎3 ∙ 𝑒
−(

𝑡−𝑏3
𝑐3

)
2

+   𝑎4 ∙ 𝑒
−(

𝑡−𝑏4
𝑐4

)
2

 (Equation 4) 

The value of the variables for equation 4 were shown in Table 1-3. 

Table 1-3 Variables for dynamic electrode potential over time. 

Coefficient Value 

t 1 ms 

a1 -0.07958 

b1 0.621 

c1 0.2112 

a2 0.37 

b2 0.1996 

c2 0.04983 

a3 0.02397 

b3 0.002868 

c3 0.04983 

a4 0.7501 

b4 0.2604 

c4 0.09198 

 

Once the simulation was done, region plots were exported as a data source. Then it was 

imported into the model as geometric entities to partition the calculation domain.  After 

that, simulation results were updated. The surface average values were calculated for each 
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region from the 0.2 V excitation simulation. Furthermore, the calculated time-averaged 

potential at 0.2 V was used to generate the surface average potential values for the 20 V/m 

and 40 V/m field strengths used on the DRG cells.  

1.2.4 Primary DRG culture 

Mice pups at 1-3 postnatal days old (B6C3 strain) were used to prepare DRG 

neuronal culture as described [32]. Briefly, pups were euthanized with quick decapitation. 

Spinal columns were extracted and cut in half along the midline from the cranial to caudal 

of the spinal column. DRG bulbs were isolated from the central/peripheral dorsal root horns 

under a dissection microscope and stored in ice-cold dissection media [1 mM sodium 

pyruvate, 10 mM HEPES, 0.1% glucose in HEPES-buffered saline (HBSS), pH=7.4)]. 

DRG tissue was then digested with 0.125% trypsin in dissection medium at 37°C for 10 

minutes. At the end of incubation, 5% fetal bovine serum (FBS) was added to neutralize 

trypsin activity and the trypsin-digested tissue was further incubated with 0.4 mg/ml 

deoxyribonuclease I (DNase I, Sigma Aldrich, USA) at room temperature for 10 minutes. 

After the DNase incubation, the tissues were triturated with a fire-polished glass Pasteur 

pipette. The dissociated neurons were pelleted by centrifugation at 200 x g for 5 minutes 

and re-suspended in neurobasal medium supplemented with 2 mM glutaMAX, 1% B27, 1% 

penicillin/streptomycin and 100 ng/ml nerve growth factor (NGF, R&D systems). About 

20,000 viable neurons were plated on a 35 mm culture dish coated with 0.1 mg/ml Poly-

D-lysine (PDL, Sigma Aldrich, USA). After 45 minutes, the media was replaced with 

complete neurobasal medium. On DIV1 (1 Day in vitro), 1 μM cytosine arabinoside was 
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added to the medium to inhibit non-neuronal cells growth and cells were further cultured 

at 37 ⁰C with 5% CO2. All animal procedures were approved by the Institutional Animal 

Care and Use Committee of Florida Atlantic University and in compliance with the 

National Institutes of Health Guidelines for the Care and Use of Laboratory Animals. 

1.2.5 DRG axotomy and electrical stimulation 

DRG at DIV6 were trypsinized and axotomy was performed by gently triturating 

the cell suspension in Dulbecco’s modified eagle medium (DMEM) supplemented with 

10% FBS, 1% glutamine and 1% penicillin/streptomycin six times.  Axotomized DRGs 

were centrifuged at 200 x g for 5 minutes to remove the debris and re-suspended in 

complete neurobasal media. Axotomized DRGs were re-seeded in the 8-well chamber 

coated with 0.1 mg/ml PDL and 10 g/ml laminin at 20,000 cells/well. The chambers were 

further incubated for two hours at 37 ⁰C with 5% CO2 to allow cell attachment before 

applying the stimulation protocol. In this study, we focused on the effects that different 

field strengths and frequencies and field of action potential-like stimuli had on DRG axonal 

regeneration.  Stimulation duration was set for one hour since it has been shown to be 

effective for DRG outgrowth in vitro and in vivo [6], [16], [5], [7]. After stimulation, DRGs 

were further cultured for 24 hours before analysis with immunostaining. All spontaneous 

and stimulation experiments were conducted at 37 ⁰C with 5% CO2. 

1.2.6 Immunohistochemistry staining 

DRG were fixed 24 hours after last stimulation with 4% paraformaldehyde (PFA) 

for 10 minutes at room temperature. Immunostaining was performed as we previously 
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described  [33]. Briefly, cells were first permeabilized with 0.25% Triton X-100 for 10 

minutes followed by incubation with blocking buffer (1% bovine serum albumin (BSA) 

and 10% normal goat serum (NGS) in PBS) for one hour at room temperature. Cells were 

then incubated with primary antibody (Beta-III-tubulin, 1:1000, Abcam) in primary 

antibody dilution buffer (1% BSA, 1% NGS in PBS) for one hour at room temperature. 

After extensive washing with PBS, cells were further incubated with goat anti-mouse Alexa 

Fluor 488 secondary antibody (Invitrogen, 1:2000) in dilution buffer for one hour. Cells 

were counterstained with 4′, 6-diamidino-2-phenylindole (DAPI). After secondary 

antibody incubation, cells were extensively washed with PBS to remove any unbound 

antibodies and left in PBS for imaging. 

1.2.7 Imaging and data analysis for DRG regeneration and orientation in response 

to action potential-like stimulation 

Fluorescently stained DRG were imaged with a Nikon A1R confocal microscope 

(Tokyo, Japan). A large area scan with a 10% overlap under a 10x objective (Plan Apo  

10x, numeric aperture 0.45) was performed to cover the whole bottom of the well. The 

obtained images were used to quantify neurite length using NeurophologyJ, an autonomous 

algorithm publicly available as an ImageJ plugin [34]. The average total neurite length per 

neuron was determined by dividing the “neurite length” with the number of cells counted 

by DAPI staining. Neurite branching are defined as the location at the tip of the neuron 

[34]. The dependent variables measured were total neurite length and neurite branching per 

DRG. The independent variables were field strengths and frequency from action potential-
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like waveform stimulation. To analyze the effect of the calculated electric field strength on 

total neurite length or neurite branching per DRG with our chosen field strengths, each 

confocal image was divided into the previously shown 7 regions that had corresponding 

calculated time averaged potential value. Total neurite length or neurite branching per DRG 

were analyzed continuously, meaning the soma of that cell in that specific regions was part 

of that region even if its neurite(s) crossed over into another region. Whole well analysis 

was done to compare the effects of electric field strength and frequency on neurite length 

and branching across an entire well. All experimental data was expressed as means ± the 

standard error of the mean (SEM). To establish significance, data were subjected to one-

way ANOVA followed by two-way unpaired t test using the GraphPad Prism software 

statistical package 9.0 (GraphPad Software). The criterion for significance was set at 

p ≤ 0.05.  

To quantify the overall direction of neurite regeneration compared to the direction 

of the electric field created by action potential-like stimulation, the method use by Rajnicek 

et al., 1998 [35] was adapted. Briefly, determination of asymmetric regeneration was under 

the assumption that the anode was at 45° and the cathode was at 225⁰ (or -135⁰) (Figure 1-

2). The deflection of neurite regeneration (θ deflection) was calculated from angle 

measurements obtained from the root or initiation site of the neurite from the cell body (θ 

root) minus the tip of each neurite (θ tip). Angle measurements were obtained manually 

with the standard angle measurement tool in ImageJ (version 1.8.0). All DRG were 

considered for angle analysis per well except for somas/neurites that were “interwoven” 
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together since the tips could not be identified/traced back to the original soma. Any 

negative angle values were converted to positive angle values by adding 360⁰ to the 

negative value. All measured deflection angles were pooled into 9 bin centers from 0⁰ to 

360° with a bin width of 45⁰ in frequency histograms. Statistical analysis with GraphPad 

Software of deflection angles from the stimulated DRG were compared to spontaneous 

control deflection angles using the Kolmogorov-Smirnov test. The criterion for 

significance was set at p ≤ 0.05. Additionally, a Gaussian best fit nonlinear curve was added 

to the frequency histograms to show possible directional preference from the stimulated 

DRG compared to the applied electric field. 
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Figure 1-2 Method for quantitating neurite orientation according to the applied electric field 

in an 8-well chamber. The left figure shows the reference angle set-up according the 

chamber well. The figure on the right shows the direction of the neurites growth’s deflection 

(turning). The angle(s) of the neurites tips (θ tip) was subtracted from the angle(s) initiating 

from the soma (θ root) of the same DRG neuron to yield the angle(s) of turning relative to 

the electric field direction (θ deflection). 
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1.3 Results  

1.3.1 DRG spontaneous regeneration assessment after axotomy  

Axotomy and axon injuries initiates a retrograde signaling cascade that activate the 

transcription and translation of genes associated with regeneration [36], [37]. This pro-

regenerative response is required for neurite  regeneration [38], [39], [40]. To determine 

the spontaneous regeneration response of our axotomized DRG cells under our in vitro 

conditions, we chose to assess neurite outgrowth over a scale of specific endpoints with 

immunohistochemistry staining and NeurologyJ analysis. Utilizing a single batch of mice, 

spontaneous regeneration was assessed a two different series of set time points (Figure 1-

3). Spontaneous regeneration was quantified at 4, 8, 12, and 24 hours after axotomy to 

determine the critical time point after axotomy that would yield reliable morphological data 

compatible for high content screening with NeurophologyJ (Figure 1-3 (a and b)). It was 

noted that DRG did not undergo spontaneous regeneration one hour after axotomy (Figure 

1-3 (c and d)) which agrees with previous observations [41]. Increasing spontaneous 

regeneration was seen by 24 hours and up to 120 hours after the first axotomy (Figure 1-3 

(c and d)). However, extensive neuronal networking was seen by 48 hours making analysis 

of individual cells not compatible with high content screening (Figure 1-3 (c)). It was also 

noted that there was no statistical differences between the neurite length resulting from the 

first series of measured time points (Figure 1-3 (b)) and the second series of measured time 

points (Figure 1-3 (d)) at the 24 hour time mark indicating consistency in the experimental 

set-up. Therefore, it was determined that 24 hours would be used as the set time between 
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stimulation and high content screening analysis for action potential like stimulation 

protocols. 
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1.3.2 Verification of finite-element modeling for DRG stimulation  

The finite element analysis with a 0.2 V simulated excitation was represented in the 

11 x 10 mm chamber well (Figure 1-4 (a)). Two time points (T=0.2 and T=0.6 milliseconds) 

were chosen to represent the potential energy (Figure 1-4 (b)) within the chamber well 

(Figure 1-4 (c-d)). Furthermore, Figure 1-4 (c-d) demonstrated that potential scaled with 

the excitation amplitude over time. Figure 1-4 (b) showed the normalized potential (V) as 

 

Figure 1-3 DGR spontaneous regeneration assessment after axotomy. (a and c) Cells were 

fixed and stained with DAPI and β-III-tubulin, a neuronal marker, after axotomy at 

specified time endpoints. (b and d) Neurite length was assessed with NeurphologyJ at 

each time point. Data shown as averaged total neurite length per DRG (µm) with SEM.  
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an action potential-like pulse for 1 second in each of the 7 regions  with a 0.2 V excitation. 

From this data, the time averaged potential (V) of each of the 7 regions was calculated in 

MatlabR2019b using Simpson rule and shown in Table 1-4. 
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Figure 1-4 (a) Electrodes were fitted from the top of the lid to the bottom of the 

chamber with a 10 mm diagonal distance between the anode electrode and the cathode 

electrode. (b) Resulting potentials with 0.2 V excitation for each of the seven regions 

over a 1 ms time period.  (c-d) Simulation with 0.2 V excitation across the chamber 

well represented at two chosen time points (T = 0.2 ms and T = 1 ms) to show electric 

potential change (colored bar) as the electric potential (V) traveled from the anode 

and cathode electrode. 
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Table 1-4 Time averaged potential (V) of each region was calculated from the 0.4 V 

normalized potential. 

 

1.3.3 Assessment of post-axotomy recovery time and electrical stimulation on DRG 

structural regeneration 

To see the effects of post-axotomy recovery time before the application of action 

potential-like stimuli, axotomized DRG were allowed to recover two hours, three hours, or 

four hours before the start of stimulation. Confocal images showed that there was healthy 

spontaneous (CTL) and stimulated DRG regeneration (Figure 1-5 (a-c)). The stimulation 

was done with 0.2 V, 0.4 V, or 0.6 V applied amplitudes with a set frequency of 250 Hz. 

Axotomized DRG that had two hours to recover had significant neurite regeneration and 

increased neurite endpoints with 0.2 V and 0.4 V applied amplitudes at 250 Hz (Figure 1-

5 (d and e)). No significant increases were seen in neurite length nor neurite endpoints with 

the 0.6 V applied amplitude (Figure 1-5 (d and e)). With a three hours post-axotomy time, 

only a significant increase was seen with neurite length with the applied 0.6 V (Figure 1-5 

(f )). However, an applied 0.2 V, 0.4 V, and 0.6 V significantly increased neurite endpoints 

Region Time averaged potential (V) 

1 0.39 

2 0.33 

3 0.29 

4 0.25 

5 0.21 

6 0.17 

7 0.11 



 

23 

(Figure 1-5 (g)). For the four hour post-axotomy recovery time, significant structural 

regeneration was seen with DRG simulated with an applied 0.2 V (Figure 1-5 (h and i)). 
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Figure 1-5 Total neurite length and endpoints per DRG significantly increased with a 

two hour post-axotomy stimulation start time using an applied 0.2 V or 0.4 V at 250 

Hz. (a-c) Cells were fixed and stained with β-III-tubulin, a neuronal marker, 24 hours 

after each stimulation parameter. (d) Cell stimulated with 0.2 V or 0.4 V at 250 Hz 

showed significant neurite regeneration and (e) increased neurite endpoints with a two 

hour post axotomy recovery. (f-g) Significant neurite regeneration was seen with an 

applied 0.6 V while an increased number of neurite endpoints was seen with an applied 

0.2, 0.4, and 0.6 V amplitude with the three hours post-axotomy stimulation. (h-i) 

Significant structural regeneration was seen with an applied 0.2 V with the four hour 

post-axotomy stimulation start time. Statistical analysis based on one-way ANOVA 

with Dunnett’s multiple comparisons test. 

1  
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1.3.4 The effects of frequency on DRG structural regeneration with action 

potential-like stimuli 

To investigate the effects of action potential-like stimulation on DRG regeneration, 

axotomized DRGs were stimulated with a specific field strength and frequency for one 

hour. DRGs had extensive neurites before axotomy (Figure 1-6 (a)) and these neurites were 

completely removed after axotomy (Figure 1-6 (b)). Spontaneous neurite regeneration 

occurred with the non-stimulated control (Figure 1-6 (c)). Stimulated neurite regeneration 

also occurred under different field strengths and frequencies (Figure 1-6 (d-g)).  

In our initial screening, we tested three different applied field strengths, 20 V/m, 40 

V/m or 60 V/m at three different frequencies, 20, 125 or 250 Hz. 60 V/m field strength had 

no effect on total neurite length nor neurite branching per DRG at 250 Hz (data not shown). 

In addition, 125 Hz had no effect on total neurite length nor neurite branching per DRG 

(data not shown). Averaged data from multiple wells per region showed that stimulation 

with field strengths of 20 V/m or 40 V/m at 20 Hz or 250 Hz had inhomogeneous, spatial 

distribution with a higher extent of regeneration in the regions  away from the electrode 

regions (Figure 1-6 (h and i)). A nearly homogenous distribution of neurite length (Figure 

1-6 (h)) and branching (Figure 1-6 (i)) with minor variation was seen across different 

regions of the control groups. It was also noted that intra-well variation seemed to increase 

with electric field strength, especially with 0.4 V, at both frequencies for neurite length and 

neurite branching (Figure data not shown).  
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For whole well analysis, ordinary one-way ANOVA between the control and 

stimulated cells was conducted to compare the effects of applied field strength and 

frequency on DRG neurite length (Figure 1-6 (j)) and branching (Figure 1-6 (k)). There 

was a significant effect that action potential-like stimulation had on neurite length at the 

p<0.05 [F(4, 36) = 30.55] and neurite branching at the p<0.05 [F(4, 36) = 13.45] across all 

conditions (Figure 1-6 (j and k)). P value were shown in Table 1-5.  

 

Table 1-5 One-way ANOVA p-values for all stimulation conditions in comparison to the 

control. 

 

Post hoc comparisons using two-way unpaired t test indicated that the mean score for the 

effects of field strength on neurite regeneration (Figure 1-6 (j)) and branching (Figure 1-6 

(k)) was significantly higher than the effects of frequency from action potential-like 

stimulation. The mean and standard deviation for each condition were shown in Table 1-6. 

 

 

 

 

Stimulation condition P value for total neurite length P value for neurite branching 

20 Hz, 0.2 V <0.001 0.0122 

20 Hz, 0.4 V <0.001 0.0003 

250 Hz, 0.2 V <0.001 0.0114 

250 Hz, 0.4 V <0.001 <0.001 
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Table 1-6. T test mean and standard deviation (SD) for all stimulation conditions. 

Stimulation condition 
Total neurite length Neurite branching 

Mean SD Mean SD 

20 Hz, 0.2 V 1796 186 73 23 

20 Hz, 0.4 V 2202 89 130 18 

250 Hz, 0.2 V 1954 239 86 40 

250 Hz, 0.4 V 2309 222 145 31 

 

 

Figure 1-6 Action potential-like stimulation significantly increased total neurite outgrowth 

and neurite branching. Brightfield images of the DRG culture were taken before axotomy 
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(a). Cells were fixed and stained with β-III-tubulin, a neuronal marker, after axotomy (b) 

and stimulated 24 hours afterwards with 20 V/m or 40 V/m field strengths at 20 Hz or 250 

Hz frequencies (c-g). Averaged data from multiple wells per region showed 

inhomogeneous regeneration (h) and branching (i) for the stimulated DRG and nearly 

homogenous neurite regeneration (h) and neurite branching (i) for the control groups. More 

regeneration (h) and branching (i) was noted in regions away from the electrodes. Whole 

well analysis for each stimulation condition showed that action potential like stimulation 

significantly increased neurite regeneration (j) and branching (k) for all conditions. Further 

statistical analysis showed that field strength rather than frequency had a greater effect on 

neurite length (j) and branching (k). No significance was indicated with n.s. Scale bar 

shown as 100 µm for the brightfield and confocal images. 

 

1.3.5 DRG neurite orientation after action potential-like stimulation  

To examine the orientation at 24 hours post-electrical stimulation, DRG cells were 

quantified according to neurite deflection (θ deflection) or orientation of their tips (θ tips) 

at an angle of 0º to 360º to the x-axis where the complement alignments with the electric 

field would be 225 º for the anode and 45 º for the cathode. Representative histograms 

depicting cell alignment were shown in Figure 1-7. Non-stimulated cells (CTL) did appear 

to align towards the cathode 45 º as evidenced by the downward-line histogram data fit 

(Figure 1-7 (a)). By comparison, the orientation of the neurite tips showed a symmetric 

distribution indicating no alignment (Figure 1-7 (g)).  For the stimulated cells, 20 Hz at 
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0.4 V and 250 Hz at 0.6 V showed statistical differences in distribution from the non-

stimulated cells using the Kolmogorov-Smirnov test (Figure 1-7 (c and f)). However, there 

is no trend indicating that neurite show a preference to the anode or the cathode based on 

alignment as evidenced by the Gaussian best fit lines (Figure 1-7 (c and f)). Furthermore, 

no statistical differences in distribution were seen in the orientation of the neurite tips with 

any of the applied action potential-like stimuli in comparison to the non-stimulated cells 

(Figure 1-7 (g – l)).  
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Figure 1-7 No neurite orientation seen with DRG neurites after action potential-like 

stimulation. (a-f) Neurite deflection across all stimulation parameters shown with 

Gaussian best fit lines. (g-l) Orientation of neurite tips shown across all stimulation 

parameters shown with Gaussian best fit lines. Cells were analyzed for alignment 24 

hours post stimulation with ImageJ. 
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1.4 Discussion 

Utilizing physiological levels of electrical stimulation after nerve injury may have 

a significant impact in improving peripheral nerve regeneration in people suffering from 

peripheral nerve damage [41], [42], [43]. Under normal physiological conditions, DRG 

neurons exhibit spontaneous regenerative properties that can result in functional sensory 

recovery [44]. However, in the case of nerve-injury, spontaneous regenerative properties 

are limited by the extent of the nerve gap, neuroma, and scar tissue formation [44]. 

Electrical stimulation in the forms of direct current, alternating current, or pulsed currents 

have been shown to elicit neurite growth and regeneration. Therefore, exploring in vitro 

electrical stimulation protocols using peripheral sensory neurons is an important approach 

in identifying applicable electrical parameters that induce structural regeneration in injured 

nerve cells. However, one area that is underexplored is the effects that biologically based 

action potential-like stimulation has on DRG regeneration after nerve-injury. In the present 

study, we describe an innovative action potential generator board to identify specific 

stimuli parameters for encouraging peripheral neurite regeneration after axotomy. 

We first assessed the electric field created by the action potential generator board 

in our electrical chamber set-up by utilizing a finite-element model. Given that the distance 

between the anode and cathode electrodes was 1 cm, we programmed the action potential 

generator board to have a peak-to-peak amplitude of 0.2 V for the simulation with a given 

applied field strength of 20 V/m. Thus, an amplitude of 0.4 V produced a field strength of 

40 V/m. The finite-element model’s simulation with 0.2 V showed an expected decrease 
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in calculated time averaged potential across the 7 regions. The calculated time averaged 

potential values was based on our electrical stimulation set-up that created a non-uniform 

electric field. This heterogeneous variance in time averaged potential was unique to other 

electrical stimulation studies that utilized parallel electrode plates and rectangular chamber 

geometry to obtain uniform voltages and electric fields across their stimulation chamber 

set-ups [45], [28], [4], [1]. The advantage of our non-uniform electric field was the ability 

to observe the effects of spatial distribution of neurite regeneration and neurite branching 

across the well. Our results indicated that there was an almost homogenous distribution of 

regeneration for the neurite lengths and branching of the controls with only minor 

variations across the whole well. However, non-homogeneous spatial distribution with a 

higher extent of regeneration and branching was seen in regions that were not near the 

electrode containing regions. Additional analysis revealed that intra-well variation seemed 

to increase with electric field strength with both frequencies. From these results, it was 

concluded that electric field strength positively influenced DRG structural regeneration 

with action potential-like stimulation. 

To further explore the effects of field strength and frequency of action potential-

like stimulation on DRG regeneration, the combinations of 0.2 V or 0.4 V at 20 Hz was 

applied as a low frequency electrical stimulation parameter. Electrical stimulation at 20 Hz 

has been shown to promote DRG outgrowth in vitro and in vivo through upregulation of 

injury or regeneration-associated genes [16], elevation of adenosine 3',5'-cyclic 

monophosphate (cAMP), a second messenger that regulates neuron plasticity [6], [26], 
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possible elevation of calcium [7], and upregulation of matrix metalloproteinase-2 (MMP-

2) [7]. For our electrical simulation set-up, we observed that both applied electric field 

strength of 0.2 V or 0.4 V at 20 Hz significantly increased DRG structural regeneration. 

These results were expected given that 20 Hz with a stimulation duration of 1 hour has 

been shown to significantly increase neurite outgrowth 24 hours to 3 weeks post-

stimulation [5], [11], [7]. Higher stimulation frequencies of up to 200 Hz were shown to 

enhance neurite growth in vitro [28],[1] while in vivo nerves had a more mature structure, 

increased myelinated fibers, and improved muscle recovery [27], [46]. For our max 

frequency, we utilized 250 Hz with applied field strengths of 0.2 V or 0.4 V. Our results 

showed that action potential-like stimulation of with 0.2 V or 0.4 V at 250 Hz also 

significantly improved DRG structural regeneration. Additionally, we did see a similar 

concordance between neurite length and neurite branching at the 20 Hz 250 Hz with both 

applied electric fields. In terms of electrical stimulation, cortical neuron cultures stimulated 

with a biphasic 250 Hz waveform with an applied 0.75 V field strength had increased 

neurite outgrowth and branching with conductive 3D polymer electrodes [47]. In another 

study, PC12 cells electrically stimulated with 100 Hz with an applied 100 V/m electric 

field together with 100 ng/ml NGF increased neurite length but reduced neurite branching 

[48]. It was suggested that electrical stimulation in combination with NGF affects neurite 

elongation, not neurite initiation [48]. This effect is due to NGF-induced phosphorylation 

of ERK1/2, increased activity of protein kinase, and increased expression of the 

EGR1(Early growth response 1) gene, all of which are associated with neurite outgrowth 
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[48]. NGF is required for survival and differentiation of DRG in vivo and for survival for 

embryonic DRG in vitro [49]. Increased branching as a result of both frequency conditions 

and electric field strengths in our studies warrants further investigations. 

We showed that both high and low frequencies with field strengths of 20 V/m and 

40 V/m improved DRG regeneration and neurite branching in comparison to spontaneous 

regeneration controls. We also noted that increased DRG structural regeneration was 

dependent on a higher field strength with action potential-like stimulation rather than 

frequency given the values from the whole well analysis. These observations also 

confirmed that an applied electric field strength of 20 V/m or 40 V/m corresponded to 

increased DRG regeneration in any one direction according to the direction of the electric 

field. Conflicting evidence has shown that the electric field strength may or may not affect 

DRG neurite outgrowth. For example, an applied electric field strength of  50 V/m [50] 

did not result in any changes to DRG morphology or neurite outgrowth. However, in 

another study, an applied field strength of 50 V/m increased neurite outgrowth two-fold 

with stimulation alone or when co-cultured with unstimulated Schwann cells [45]. The 

study also found that co-culturing with Schwann cells pre-stimulated with 50 V/m of direct 

current further increased neurite outgrowth by 1.2 fold compared to electrical stimulus 

alone or co-culture with unstimulated Schwann cells [45]. Another study indicated that an 

applied 17.86 V/m increased DRG directional outgrowth at 20 and 200 Hz [1]. Our whole 

well analysis results indicated that maximum neurite regeneration and neurite branching 

with action potential-like stimulation was seen at 40 V/m at either frequency. 
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1.5 Conclusions  

Neurite outgrowth can be promoted electrotactically in peripheral neurons: this 

plasticity has crucial implications for neuroengineered rehabilitation of peripheral sensory 

pathways. With the vast number of electrical stimulation protocols available, a significant 

challenge lies in determining optimal stimulation parameters that are compatible with 

increased neurite growth. An underexplored area is the specific effects of action potential-

like electrical stimulations, that is, signals with enhanced physiological realism, akin to 

when sensory DRG neurons convey the information transduced by mechanoreceptors on 

neurite structural regeneration. Unlike other methods using direct and alternating electrical 

current stimulation and uniform electric fields, our stimulation method embeds the unique 

spatiotemporal features of efferent and afferent signals in the peripheral nervous system 

and allows for the analysis of those biomimetic stimulations across a range of electric field 

strengths. 

1.6 Future directions 

Utilizing the action potential generator board to its full potential in applying direct 

current, alternating current, and pulsed current stimulation protocols with different voltages 

and different stimulation frequencies to compare and verify the current findings that our 

action potential-like stimulation protocols gave with our axotomized, DRG protocol. After 

verifying whether action potential-like stimulation is more realistic or comparable for 

regenerating axotomized DRG compared to already established stimulation protocols, we 

would like to utilize a commercial microfluidic neuronal platform for neuron regeneration 
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to co-culture DRG and mouse skeletal muscle cells in separate channels connected by 

micro-sized channels. This microfluidic chamber would be fixed to a substrate with gold 

printed electrodes. This substrate would allow us to stimulate the DRG with action 

potential-like stimuli after axotomy. We would then be able to assess regeneration and 

reinnervation of the DRG with the muscle cells by the formation of motor neuron axon 

terminals. We would also characterize motor neurons formation via live video analysis to 

measure spontaneous myotube contraction versus motor neuron stimulated contraction 

with action potential-like stimulation of the DRG. This future work would allow us to 

establish the efficacy of action potential-like stimulation compared to other electrical 

stimulation protocols. Additionally, we would be able to establish a platform to study the 

effects of action potential-like stimulation in vitro nerve intervention and function on 

skeletal muscle after axotomy. This approach would allow for a simplified platform for 

screening of potential therapeutic applications for peripheral nerve injuries and or 

amputees. 
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2 INVESTIGATION OF NEURON ACTIVITY AND CONNECTIVITY USING 

MULTI-MICROELECTRODE ARRAYS 

2.1 Introduction 

Importance of understanding neuronal activity: During development, neurons 

extend their dendritic and axonal arborizations to form synaptic connections. Throughout 

adulthood, neural activity will be communicated through synaptic connections via action 

potentials. Network activity consist of individual neurons, mixed neuron populations, or 

anatomically segregated tissue regions that are crucial in constructing, processing, and 

allowing for the flow of encoded neuronal activity from sensory stimuli and motor actions, 

both of which are essential for higher-order cognitive and motor function [51], [52]. The 

precise network of connections between neurons includes a division of labor between 

excitatory and inhibitory neurons [53]. Excitatory neurons make up the largest proportion 

of cortical cells which are essential for long-range connections and for the integration of 

ascending (sensory stimuli) and recurrent information across wide regions of the brain [53]. 

In contrast, the minority population of inhibitory interneurons control the flow of neuron 

activity by keeping excitation in check as well as locally modulating the timing, shape, and 

coordination of the network activity [53], [54], [55]. The delicate balance between 
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excitatory and inhibitory actions is important for normal brain functions and its impairment 

has been indicated in various neurological disorders. 

Neuronal connectivity can have several meanings within the developed network 

activity. For example, anatomical connectivity is when neurons are synaptically connected 

[56]. Functional connectivity is when nerves have anatomical connectivity and are able to 

fire together or have correlated activity [57]. Effective connectivity is understood as 

dynamic or activity-dependent, and requires a model of interactions (Friston., 2011). Even 

with these definitions of connectivity [57], brain function evolves over the lifetime of the 

organism, meaning that processes undergo constant rewiring [59] and neuronal loss with 

or without adult neurogenesis [60]. This evolution in brain connectivity is identified as 

brain plasticity which allows an individual to adapt to dynamic environments through the 

strengthening, weakening, pruning, or adding of synaptic connections [61], [62]. Plasticity 

consists of a balanced interplay of mechanisms that promote change at the synaptic sites 

versus those that promote homeostatic plasticity [63]. For example, long term potentiation, 

a high frequency stimulation of a chemical synapse, strengthens synaptic connections [64] 

while long term depression weakens them through the dephosphorization of α-amino-3-

hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors that cause their 

movement away from synaptic junctions [65]. Both of these events take place at the 

synapse level and are critical for the formation of new memories with strong evidence 

pointing to the fact that learning and synaptic activity are tightly linked [66].  
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Studying function and connectivity of neurons has involved advancements in 

genetic markers [67], immunostaining [68], optical and electro-optical methods [69], 

computational tools [70], and electrophysiology [71] that can identify neuron types, 

describe their molecular machinery, explain network wiring, understand neuronal coding, 

and characterize the function of specific brain regions. When using electrophysiology 

techniques with in vitro cultures, connected neuronal networks are characterized with 

periods of synchronized firing known as network bursts [72]. These synchronized bursts 

within the culture occur spontaneously and are initiated and directed by spatio-temporal 

summation of synaptic events [73]. The functional connectivity between neurons in the 

network forms the basis of firing activity patterns which are strongly shaped by the 

structural properties of that network [72]. Three specific approaches, patch clamp, 

microelectrode arrays, and functional magnetic resonance imaging, will be further 

discussed as methods to evaluate neuronal activity. 

Approaches to assess neuronal activity: Neurons are electrically-active cells that 

can be assessed by various types of electrophysiological recording techniques that measure 

their intercellular or extracellular potential dynamics [74]. Intracellular recordings can be 

classified into patch-clamp techniques which captures the intracellular activity of single 

neurons with high signal-to-noise ratio via a giga-ohm seal between the neuron’s plasma 

membrane and the blunt tip of a heat-polished glass of quartz micropipette electrodes [75], 

[76]. [77]. Cell-attachment patch configuration allows for the study of  single channel 

currents or a summed current of several channels of cell firing activity without disturbing 
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the cell membrane or the cytosolic content [78]. However, the membrane potential cannot 

be controlled given that the lack of seal rupture restricts the intracellular electrical access 

[78]. Therefore, only the patch membrane potential relative to the cell’s resting potential 

can be controlled via the magnitude of the seal’s resistance and/or whether the recoding 

electrode is current or voltage clamped [78]. Cell attached patch configuration can be used 

to measure single ion channel currents, cell firing (action potentials), and synaptic 

potentials within the neuron [78]. Two other configurations of the cell-attached patch, the 

perforated patch  and whole-cell patch, are also non-invasive configurations that also 

utilize the giga-ohm seal [78]. To increase the electrical access, antibiotics or antifungal 

agents are used for the perforated patch configuration to form monovalent ion permeable 

pores in the neurons membrane [79], [78]. These pores exclude large ions such as calcium 

which minimalizes cell disruption. However, the perforated patch technique has higher 

electrical noise, loss of single channel assessment, and patch instability [78]. The 

perforated patch measures the sum of activity of ion channels and is ideal for recording 

whole cell current without disturbing second messenger signaling cascades [78]. Whole 

cell configuration involves rupturing the membrane with strong suction to allow  the 

pipette to be continuous with the cell cytoplasm [78]. This configuration allows for 

continuous measurements of the cell’s membrane potential but may cause the cytosol to 

dialyze and/or alter the activity of second messengers [78].  

 Given that ion channels are essential for neuronal signal transduction, neuronal 

excitation, electrolyte transportation, and muscle contraction through efferent pathways, 



 

41 

the patch clamp technique is considered the gold standard for intracellular recording 

research (Yajuan et al., 2012). This technique has been employed in studying the properties 

of ion channel function and modulation in many diseases including epilepsy (Morris et al., 

2017), pain (Bell & Dallas, 2018), and peripheral neuropathies (Bianchi et al., 2019).  

However, patch clamp techniques are known to be expensive, have high labor cost, and 

have low throughput, all of which has been improved through the advancement in 

automated patch clamp systems [80]. Patch clamp has been utilized to study synaptic 

connectivity between cortical neurons (Jouhanneau et al., 2018), (Jouhanneau et al., 2015) 

but is limited by its ability to record the activity of a single neuron. Some studies have been 

able to record 8-12 neurons from brain slices through paired-recordings of simultaneously 

patched clamped neurons [81], [82]. However, this is extremely challenging and requires 

specialized recording setups and technical skills.  

Microelectrode arrays (MEAs) are advantageous since they provide a high-

throughput evaluation of extracellular neuronal activity and synaptic connectivity from a 

cultured neuronal population (Quiroga et al., 2013). MEAs are an instrument platform used 

for the purpose of monitoring extracellular, spontaneous firing activity of in vitro neurons 

over an extended period of time with no destructive effects [83]. MEAs contain a large 

number of planer electrodes that detect local field potentials generated by either 

spontaneous or evoked firing events [83]. Thus, potential differences across recordings 

with reference electrodes at rates of 10 – 60 kHz detect action potentials, known as spikes, 

when the sample values deviate significantly from the background noise [83]. This 



 

42 

resulting spiking activity can be quantified as parameters that refer to spiking activity, 

neuronal activity, and network activity [84], [85], [86]. The principle behind extracellular 

MEA recordings is the action potential or “spike” produced by currents that induce flow in 

the extracellular space around the active neuron (Heinricher, 2004).  The extracellular 

media has a low uniform resistance and is considered the “volume conductor” (Heinricher, 

2004). When the axon is in the resting state, the membrane potential uniform, meaning 

there is no current flow. Upon depolarization, the current will flow somewhere along an 

active area of the membrane. As the current flows inward at the active site, the electrode 

adjacent to the active site will be negative and will result in a current “sink” (Heinricher, 

2004). Inactive sites of the depolarizing axon will act as the “source” of current since the 

current flows out, resulting in a positive signal to the adjacent electrode. Thus, an 

extracellular spike will appear as a positive-negative-positive waveform with MEA 

recordings while an intracellular recording with a patch clamp would appear as a positive, 

monophasic waveform [88], [87]. Differing geometries of the recorded spike waveform 

with MEAs will be seen depending on the layout of the dendrites and the location of the 

electrode which can enhance or attenuate the positive phase [87]. A main problem seen 

with MEAs is that they are fabricated with materials that are substantially different to the 

physical and chemical properties of the brain. For example, the neurons of the brain used 

to softer surfaces with a stiffness moduli between 3-200 kPa [89]. Thus neurons have a 

difficulty in attaching to the stiffer substrate of MEAs resulting in micromotion that can 

strain the neuronal network [90], [91]. An additional disadvantage of in vitro MEAs is 
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unlike patch clamp techniques, MEAs cannot record or stimulate a single neuron due to 

their low spatial resolution thus decreasing the complexity of signals that could be sent to 

other cells through a MEA electrode [92]. In vivo implantation of MEAs into the brain 

leads to chronic biological responses such as neuronal death, glial scarring, and a decrease 

in functioning electrodes [93]. 

Magnetic resonance imaging (MRI) is a well-known, non-invasive procedure used 

for functional investigation of the human brain. MRI detects and analyzes magnetic 

resonance energy from specific points in a volume of tissue resulting in images of the brain 

structure with superb detail. However, MRI does not reveal anything about neuronal 

activity, but rather looks at the brain’s energy metabolism [94]. Given that active neurons 

require high amounts of energy, known as adenosine 5′-triphosphate (ATP) [95], areas of 

high neuronal activity results in significant differences in the concentration of oxygenated 

and deoxygenated hemoglobin in the arterial blood and venous outflow, respectively [96]. 

These differences are magnetic-field inhomogeneity’s that can be assessed with the blood-

oxygenated-level-dependent (BOLD) method [97], [98]. Functional MRI (fMRI) uses the 

BOLD method to measure neuronal activity indirectly [97]. The BOLD method along with 

fMRI can capture intrinsic oscillation, excitatory postsynaptic potential, inhibitory 

postsynaptic potential, action potential generation and propagation along the axon, and 

release, binding, and reprocessing of neurotransmitters [97], [99], [98]. These captured 

localized changes and perturbations cause an increase in the BOLD results. However, 

conclusions cannot be drawn as to which of these neuronal activities singularly or in 
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combination are causing the changes in BOLD. Another drawback of fMRI and the BOLD 

method is that it has slow temporal resolution [100]. Given that fMRI images changes in 

blood-flow responses, the blood flow response is delayed half of a second after neuronal 

activation [101]. This equates to the second-scale resolution of the BOLD method being 

too long to evaluate the spatiotemporal progression of neuron activity since increased 

BOLD activity does not provide any knowledge about the temporal sequence of neuronal 

activation due to cognitive actions across the brain regions [100]. 
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Table 2-1 Approaches used at the single cell level (patch clamp), whole culture level (MEA), and whole organ level (functional MRI) 

to assess neuronal activity. 

Approach Configuration Method Pros Cons Ref. 

P
a
tc

h
 c

la
m

p
 

Cell-attached patch  Giga-ohm seal  

 Single ion channel suction 

 Study single channel or summed channel currents 

 Study action potentials and synaptic potentials   

 Membrane potential cannot be controlled 

 Lack of seal rupture restricts the intracellular electrical access [78] 

Perforated patch 

 

 

 Giga-ohm seal 

 Pores with antibiotic or antifungal drugs 

 Increased electrical access 

 No disturbances to second messenger signaling cascades 

 Higher electrical noise 

 Loss of single channel assessment 

 Patch instability 

[78] 

Whole-cell patch 

 

 Giga-ohm seal 

 Membrane is ruptured with strong suction 

 Continuous measurements of the cell’s membrane potential  Dialysis of the cytosol 

 Altered activity of second messengers signaling cascades [78] 

M
E

A
 

Extracellular action 

potential recording 

 

 Local field potentials generated byspontaneous or 

evoked firing events detected by substrate with 

printed electrodes 

 Used to study network activity 

 Can input electrical signals and/or utilize pharmaceutical 

drugs to study evoked changes in network activity 

 High throughput evaluation of network activity 

 Cannot study single cells 

 Manufactured materials different from brain tissue 

 Micromotion detachment from hard substrate causes disruptions in 

network activity 

[83] 

 

 

F
u

n
ct

io
n

a
l 

M
R

I 

Blood-oxygenated-

level-dependent 

(BOLD) method 

 

 Visualizes brain’s energy metabolism 

 Active neurons require high amounts of ATP  

 Non-invasive procedure 

 Captures intrinsic oscillations, excitatory postsynaptic 

potentials, inhibitory postsynaptic potentials, action 

potential generation, propagation along the axon, and 

release, binding, and reprocessing of neurotransmitters 

 Cannot distinguish between intrinsic oscillations, excitatory 

postsynaptic potentials, inhibitory postsynaptic potentials, action 

potential generation, propagation along the axon, and release, binding, 

and reprocessing of neurotransmitters 

[102] 
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MEAs are well suited for in vitro manipulation of neuronal cultures for studying 

the network activity of neurons under normal and disease conditions [103]. Furthermore, 

MEAs have been widely used to measure basic network properties such as synchronized 

neuronal activity [104], oscillatory behavior of neuronal populations [105], and to 

manipulate synchronized network bursting in a neural networks [106]. To monitor the 

formation of stable neuronal circuits, microelectrode arrays will be used to study two 

behaviors of neuronal activity, spontaneous activity and stimulus induced activity. Thus, 

our first goal is to look at spontaneous neuronal activity variations of different batches. We 

will utilize dissociated cortical neurons from mice for temporal analysis to examine 

parameters categorized into three levels of neuronal activity; spiking activity, neuronal 

excitably and neuronal connectivity. This temporal analysis will allow us to determine a 

stable, development time window of our dissociated cortical neurons from which we can 

pool the MEA parameters. Pooled MEA parameters will then be further analyzed using 

descriptive analysis to compare variation across different batches and determine the most 

robust parameters that describe a stable MEA phenotype. For the second goal, we will 

perform pilot studies to establish MEAs as a mechanistic tool to observe the effects that 

different electrical stimulation protocols have on directly evoked and synaptic responses 

for future comparisons to diseased phenotypes. We will also utilize pharmalogical drugs 

that inhibit the modulatory effects that GABAergic neurons have on neuronal networks 

and as well as drugs that inhibit excitatory neuron neurotransmitter receptors to confirm 

the evoked activity from our stimulation protocols.  We will also look at a single batch 
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medium spiny neurons from human induce pluripotent stem cells (iPSCs) to observe the 

neural activity of  a pure culture composed of GABAergic inhibitory neurons in 

comparison to dissociated cortical neurons which are a mixed population of excitatory and 

inhibitory neurons. Thus, understanding the mechanisms by which neuronal networks self-

regulate their activity is essential for comparing emergent firing dynamics, such as under 

spontaneous conditions or stimulated conditions. This will build the necessary foundation 

in the future to further mechanistically investigate changes in neuronal activity patterns 

under normal and pathological conditions. 
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2.2 Experimental Methods 

2.2.1 Primary neuronal cultures 

Primary cortical/striatal mouse neurons: Brains from mice pups at 1 postnatal day 

old (B6C3 strain) were used to prepare the primary neuronal culture. Briefly, pups were 

quickly decapitated, whole brains were removed and stored in ice-cold dissection media [1 

mM sodium pyruvate, 10 mM HEPES, 0.1% glucose in HEPES-buffered saline (HBSS), 

pH=7.4)].  The meninges were completely removed under a dissection microscope. Brain 

tissue was then digested with 1 mg/ml collagenase/dispase in dissection medium at 37°C 

for 20 minutes. At the end of incubation, digested tissue was further incubated at room 

temperature for 5 minutes with 0.04 mg/ml deoxyribonuclease I (DNase I, Sigma Aldrich, 

USA). After the DNase incubation, the supernatant was removed and the tissues were 

triturated with a widebore P1000 in warmed, fresh neuronal culture medium (2 mM 

glutaMAX and 1% B27). The debris were allowed to settle for 2 minutes and then the 

supernatant containing the dissociated cells was transferred to a new tube. The supernatant 

was then centrifuged at 200 x g for 2 minutes and the pellet was resuspended in appropriate 

volume of neural basal medium for seeding. About 2.5 x 105 viable cells were plated per 

well of a 24-well MEA plate previously coated with 0.1 mg/ml polyethyleneimine (PEI, 

Sigma Aldrich, USA). Half the medium was changed every 3-4 days and cells were 

cultured at 37 ⁰C with 5% CO2. All animal procedures were approved by the Institutional 

Animal Care and Use Committee of FAU and in compliance with the National Institutes 

of Health Guidelines for the Care and Use of Laboratory Animals. 
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Medium spiny neurons (MSNs) from iPSCs: Age and sex-matched iPSCs from an 

apparently healthy individual (GM23476, female, 20 years old at sampling, 

RRID:CVCL_T841) was obtained from MIGMS cell repository through Coriell Institute 

for Medical Research. iPSCs were cultured in Matrigel-coated plates with mTeSR™1 

complete medium (STEMCELL Technologies).  The differentiation of iPSCs to neuronal 

stem cells was performed using the STEMdiff™ SMADi Neural Induction Kit based on 

the rosette formation and isolation method according to the manufacture’s instruction 

(STEMCELL Technologies). After differentiation, neuronal stem cells were further 

cultured and expanded in the complete STEMdiff™ Neural Progenitor Basal Medium 

(STEMCELL technologies). Neuronal stem cells expansions were limited to 4 passages. 

The use of human iPSC lines was approved by Institutional Biosafety Committee of Florida 

Atlantic University (Approval number B20-21). All iPSCs utilized in this study were used 

within 10 passages from cryopreserved stocks previously determined to be karyotypically 

normal.  

After neuronal stem cells were derived from iPSCs with the rosette selection method, 

we utilized the method from N. Zhang et al., 2010 to differentiate neuronal stem cells into 

striatal medium spiny neurons.  Briefly, striatal differentiation of neuronal stem cells was 

induced by changing neural proliferation medium to DMEM complete medium 

supplemented with 250 ng/ml SHH (R&D Systems), 100 ng/ml DKK1 (R&D Systems), 

20 ng/ml BDNF (Peprotech) and 10 μM Y27632 (Calbiochem). This condition referred to 

as Stage 1 was maintained for 8-10 days. For Stage 2, cells were exposed to 0.5 mM 
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dibutryl-cyclic AMP (Sigma), 0.5 μM valpromide (Alfa Aesar), 20 ng/ml BDNF and 10μM 

Y27632 for 1-3 days or for the length of the culture.  The scheme overview of the MSN 

differentiation process was shown in Figure 2-1. 

2.2.2 MEA recording, parameters, and data analysis 

MEA recording: To record neuron activity, a Multiwell MEA system (multichannel 

Systems, MCS GmbH, Reutlingen, Germany) with the 24-well plate was used. Each well 

consisted of 12 embedded electrodes with a diameter of 30 µm, 300 µm apart (Figure 2-2). 

The neuronal activity was recorded for 5-20 minutes as specified for the primary cortical 

neurons and 10 minutes for the MSNs after a 20 minute acclimatization period. The 

recording chamber was maintained at 37°C. The raw signal was sampled at 25 kHz for 

developmental protocols or 20 kHz for stimulation protocols. 

 

 

 

 

Figure 2-1 Schematic time frame of the differentiation protocol of iPSCs to MSNs. 

 

 Schematic time frame of the differentiation protocol of iPSCs to MSNs. 
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Offline analysis: Offline data analysis was performed using Multiwell-Analyzer 

software (Multichannel Systems) (Figure 2-3). This permitted the extraction of parameters 

regarding to spiking activity, neuron excitability, and networks connectivity of individual 

microelectrodes to be collected in excel files. During analysis, the raw data was filtered 

with a Butterworth high passed filtered at 1 Hz, order of 2, and a low passed filtered at 

3500 Hz, order of 4 which were optimized for the neuronal activity information analyzed 

for this study. A minimum amplitude of 10 V was used for the detection of spiking 

activity. 50 segments were used to estimate the thresholds which was computed as the 

minimum standard deviation over all segments multiplied by either the “Rising Edge” or 

“Falling Edge" factor. This reduced the risk that standard deviation was strongly influenced 

by spike activity. The noise threshold of individual spike detection with set at ±5.0 standard 

 

Figure 2-2 Multiwell MEA system (1) and 24-well plate (2) with poly(3,4-

ethylenedioxythiophene) (PEDOT) coated gold electrodes. Each well contained 12 

electrodes that were 30 µm in diameter and 300 µm apart. 
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deviation. Any microelectrodes with an excessive amount of noise that could not be filtered 

out were excluded from the data. 

The calculated individual active microelectrode parameters were averaged for a single 

well and used for spontaneous, temporal analysis of the primary dissociated cortical 

neurons and MSNs. Additionally, these parameters were used to define a stable dissociated 

 

Figure 2-3 MEA analysis flow chart with inclusion and exclusion criteria.  
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cortical cell phenotype on the MEA. These neuronal activity parameters used in this study 

were defined in Table 2-2 according to Cotterill et al., 2016. 

Table 2-2 Definitions of parameters used to measure neuronal activity. 

Implication Parameters Explanation 

S
p

ik
in

g
 a

ct
iv

it
y Active electrodes 

Number of electrodes (n=12) per well detecting 

extracellular neuron activity. 

Spike rate (Hz) 
Number of all spikes divided by the recording 

time per electrode. 

N
eu

ro
n

a
l 

ex
ci

ta
b

il
it

y 

Percent spikes in burst 
The number of spikes in burst divided by the 

total number of spikes. 

Mean burst spike rate (Hz) 
The number of spikes in a burst divided by the 

burst duration in a well. 

Mean burst rate (burst/s) 
The number of burst divided by the recording 

time per electrode per well. 

Interburst interval (ms) 
The average interval between two consecutive 

burst per well. 

Mean burst duration 
Averaged duration of burst per electrode per 

well. 

N
eu

ro
n

a
l 

co
n

n
ec

ti
vi

ty
 

Percent spikes in network burst 

The number of spikes in network burst 

(minimum of 3 electrodes) divided by the total 

number of spikes. 

Network burst spike rate (Hz) 

The number of spikes in a network burst 

(minimum of 3 electrodes) divided by the burst 

duration in a well. 

Network burst rate (burst/s) 

The number of network burst (minimum of 3 

electrodes) divided by the recording time per 

electrode per well. 

Network interburst interval (ms) 
The average interval between two consecutive 

network burst per well. 

Network burst duration (ms) 
The duration of a network bursts per electrode 

averaged per well. 

Coefficient of network interburst interval 

Calculated by dividing the standard deviation of 

all the network interburst intervals to the mean. 

Values ranging zero and below mean very 

regular network burst while values ranging one 

and above mean vey irregular network burst.  
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The schematic of the parameters measured from the analyzed data was shown in Figure 

2-4. This schematic explains the extraction of each parameter from the raw recordings as 

single channel activity and network burst activity from our MEAs raster plots. 

A set of guidelines were provided to prevent variability in experimental design, 

culturing methods and MEA analysis across all batches of cells (Table 2-3).To guarantee 

sufficient experimental replicates, a minimum of 6 wells per cell type was measured for 

temporal analysis or electrical stimulation analysis. 

 

 

 

 

 

Figure 2-4 Schematic of parameters measured from the analyzed MEA data. 
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Table 2-3 List of guidelines. Guidelines were provided concerning the experimental design, 

cell culturing conditions, and MEA data analysis for this study. 

 

Data and statistical analysis: To look at the developmental profile using temporal 

analysis, each well was counted as a single data point that represented the average of a 

measured parameter from the 12 microelectrodes within that well. To determine the stable 

time window of each parameter, the data were subjected to one-way ANOVA followed by 

multiple comparisons test using the GraphPad Prism software statistical package 9.0 

(GraphPad Software). All experimental data was expressed as means ± the standard error 

of mean (SEM) for the coefficient of network interburst interval or the standard deviation 

(SD) for the range and coefficient of variation as indicated. The criterion for significance 

was set at p ≤ 0.05. To check the variability amongst the three batches for each parameter, 

the coefficient of variation on each parameter was calculated independently for all batches. 

Principle component analysis: For principle component analysis (PCA), the data was 

analyzed the GraphPad Prism software statistical package 9.0 using the principle 

Experimental design 6-24 wells per condition divided over 4 MEA batches 

Cell culturing 

Homogenous distribution of cells 

Optimal cells density for confluency and neuron-

electrode coupling (≈ 7,800 cells/mm2) 

Analyzed 12 MEA parameters 

Data analysis 

Pooling of data to analyze network development 

Analysis on all 12 electrodes 

Variability analysis for pooled batches 
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component analysis. A PCA plot converts the correlation or lack of correlation among all 

the variables. For example, given that we had 11 variables for the pooled 4 batches, we 

could expect 11 PC eigenvalues that could result in 11 dimensions. With the 11 MEA 

parameters used for the PCA, a calculated 55 correlations ((p (p-1)/2)) could be made from 

one graph. Thus, parameters that cluster together are highly correlated and vice versa. 

Differences along the first principle component axis (PC1) are more important than 

differences along the second principle component axis (PC2). All 11 parameter (excluding 

active electrodes) from Table 2-2 were continuous variables included when calculating the 

principle component while the batch (batch 1, batch 2, batch 3 or batch 4) was the 

categorical variable. The method used for these criteria was standardized which means the 

data were to have a mean of zero and a standard deviation of one. This is similar to a 

correlation matrix. The method for selecting the principle components (PCs) was based on 

the eigenvalues which mean the PCs would have eigenvalues greater than one (Kaiser rule). 

The eigenvalues determine how much variance there is in the data depending on the 

principle component of 1 and 2. Principle component 1 was shown since it represents the 

maximum variance direction of the pooled, 11 parameters. Principle component 2 was also 

shown in the PCA plot since it represented the second largest variance across the pooled 

data of the 11 parameters. Principle components 3-11 of the pooled data represented values 

of 10.55% (PC3) down to 0.65% (PC11). Thus, our PC plots showed the projected direction 

of variance for each parameter within the PC1 (e.g. 36.38%) and PC2 (e.g. 24.64%) to 
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explain the largest variance and second largest variance seen in the pooled data, 

respectively.  

Pulse width and voltage stimulation protocols with MEA: To see the effects of biphasic 

pulse widths and associated voltages on direct and synaptic responses, we utilized a 

positive-negative biphasic waveform (Figure 2-5 (a)). The interpulse interval (IPI) was set 

to 10 ms. The interburst interval (IBI) was set to 10,000 ms with a single burst consisting 

of 5 bursts (Figure 2-5 (b)). The stimulation cut-off time was 100 ms. Thus, only the effects 

of a single burst consisting of 5 pulses was recorded for each stimulation protocol. 

15 stimulation protocols shown in Table 2-4 were utilized to stimulate a single batch 

consisting of 24-wells cultured with dissociated cortical neurons.  

 

Figure 2-5 Biphasic stimulation pulse and stimulation timing scheme. (a) 

Characteristic, biphasic pulse showing a pulse width of 100 μs for the positive and 

negative peaks. (b) Stimulation timing showed an interburst interval of 10,000 ms with 

a burst consisting of 5 spikes. The IPI of those 5 spikes was 10 ms. Stimulation was 

stopped by 100 ms. 

2  
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Table 2-4 Stimulation parameters applied to cortical neurons DIV12. 

 

We utilized peristimulus time histograms (PSTH) to visualize the rate and timing of 

neuronal spike discharges, specifically direct and synaptic responses to the stimulation. 

These graphs were generated after analysis with the Multiwell-Analyzer software and 

values with units as spikes/s were extracted for each recording electrode of each well. To 

make a PSTH, a spike train (spikes/s) are recorded from the cells of the recording 

electrode(s). This spike train is aligned with the onset of an identical stimulus that can be 

single or repeated. The aligned spike trains are then superimposed in time to create the 

histogram [109]. The bin size used for the PSTH was 10 ms and 600 ms of neuron activity 

was shown after the stimulus. The first 0-60 ms bins were excluded from the PSTH graphs 

since this time frame contained artifacts of the 5 pulses.   

Stimulation protocol Biphasic pulse interval Applied voltage 

1) 

100 μs 

100 mV 

2) 300 mV 

3) 500 mV 

4) 700 mV 

5) 900 mV 

6) 

250 μs 

100 mV 

7) 300 mV 

8) 500 mV 

9) 700 mV 

10) 900 mV 

11) 

500 μs 

100 mV 

12) 300 mV 

13) 500 mV 

14) 700 mV 

15) 900 mV 
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Pharmacology: For increasing excitation, we removed 100 μl of media from each 

chosen well and added a final concentration of 10 μM of Picrotoxin (PTX) (Sigma A-169), 

action of mechanism shown in Figure 2-6 (b)) from a 10 mM stock to antagonize the 

inhibitory GABAA receptor. For blocking NMDA receptor and AMPA receptor-mediated 

acitivty, we used a medium pre-mixed with CNQX (Sigma C-239), an AMPA/kainate 

antagonist, and MK801 (Sigma M-107), a NMDA antagonist, at 10 μM and 20 μM 

concentrations respectively (action of mechanism shown in Figure 2-6 (a)).  Prior to the 

addition of either excitatory or inhibitory drugs into the wells, we recorded a baseline of 

10 minutes after allowing the culture to equilibrate for 30 minutes. After the addition of 

the excitatory or inhibitory drugs to the wells and allowing the drugs to mix into the 

remaining culture media, we recorded the activity for another 10 minutes. Afterwards, we 

recorded a 1 minute baseline before the stimulus, then the 500 μs at 500 mV stimulus, and 

finally, a 1 minute recording after the stimulus.  
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Figure 2-6 Inhibitory and excitatory drug effects on post-synaptic terminals. (a) CNQX 

is an antagonist of AMPA receptors and block the ion flow of sodium intracellularly 

which leads to depolarization of the post-synaptic side. MK801 is an antagonist of 

NMDA receptors and blocks the ion flow of sodium and calcium intracellularly which 

leads to depolarization on the post-synaptic side. (b) Axons that release GABA on the 

pre-synaptic side will bind to GABAA modulation sites of the receptor on the post-

synaptic side. Activation of GABAA allows for the influx of chloride intracellularly 

which leads to hyperpolarization of the membrane potential on the post-synaptic side. 

Picrotoxin blocks the GABAA receptor. 
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2.3 Results 

2.3.1 Temporal analysis of neuronal activity in dissociated, primary cortical 

neurons 

To temporally examine the spontaneous neuronal activity of primary cortical 

neurons, we performed daily recordings of their spontaneous activity for 10 minutes 

starting from DIV7. A representative image of primary neurons cultured on the electrodes 

in a single well is shown in Figure 2-7 (a). Neuronal activities were analyzed at three 

different levels: spiking, burst and network activities. A representative raster plot from 

DIV13 is shown to indicate synchronized bursts (red clustered lines) and network activities 

(blue bar across all electrodes). (Figure 2-7 (b)).  

Spontaneous spiking: In general, the spiking activity increased over the 

developmental time and was stable across the 12 electrodes from DIV13-DIV18 (Figure 2-

7 (c)). The occurrence of spiking activity in the burst was stable by DIV13 (Figure 2-7 (e 

and f)). The spiking activity within the network burst also stabilized between DIV13-

DIV18 (Figure 2-7 (j-k)). 

Bursting activity: General bursting activity was relatively stable between DIV10-

DIV11 (Figure 2-7 (e-h)) with exception of the mean burst duration (Figure 2-7 (i)) which 

stabilized by DIV14. The mean interburst interval decreased from DIV7-DIV10 and then 

stabilized DIV11-DIV18 indicating a regularity in the interval between each burst (Figure 

2-7 (h)).  
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Neuronal network connectivity: In general, stable network connectivity gave mixed 

results. The % spikes in the network burst (Figure 2-7 (j)) monotonically increased DIV7-

DIV12 before plateauing DIV11-DIV18 at around 78% which was similar to the % spikes 

in the burst parameter (Figure 2-7 (e)). Like the burst spike rate parameter (Figure 2-7 (f)) 

the mean network burst spike rate (Figure 2-7 (k)) plateaued DIV13-18 indicating a 

correlation in these two parameters as the network matured. Maturation of network bursts 

(Figure 2-7 (j, l, and n)) also seem to be correlated given their stabilization by DIV10-

DIV12. However, the interval between this network bursts (Figure 2-7 (m)) was stable by 

DIV10 indicating spiking organization occurring within the network burst and not in the 

random spiking. 
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Figure 2-7 Developmental profile of spontaneous activity for dissociated, primary neurons. 

(a) Representative brightfield image of well with neurons in contact with the electrodes 

and showing even distribution. (b) Representative raster plot of network activity across 
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twelve electrodes during stable time window of DIV13. Red lines indicate spiking activity. 

Red boxes indicated bursting activity. Network activity highlighted in light blue. (c-m) 

Temporal analysis showing stable neuronal activity indicated with gray boxes for each 

parameter was determined with one-way ANOVA followed by multiple comparisons test. 

Orange line represented the median for each parameter from a total of 12 wells. Each gray 

line represents the calculated average of 12 electrodes per well for each parameter over the 

duration of the temporal analysis. 

 

Given that electrophysiological parameters stabilized within a temporal time frame 

of DIV10-DIV18 in this pilot study, we further explored the variability of all the parameters 

across four independent MEA batches and pooled their information within a DIV10-DIV18 

time frame. Information regarding the batches of dissociated, primary neurons used for this 

study was shown in Table 2-5. The DIV represented the days in vitro MEA neuronal 

activity was recorded for each batch. 

 

Table 2-5 Information regarding the three independent batches of mouse primary neuronal 

cultures used for this study. 

Name # of wells DIVs 

Batch 1 12 7, 10, 11, 12, 13, 14, 15, 16, 17, 18 

Batch 2 6 10, 12, 14 

Batch 3 12 13, 14, 15 

Batch 4 23 11, 19 

 



 

65 

Coefficient of network interburst interval:  The coefficient of network interburst 

interval differentiated a regular network burst with a value of zero and below from an 

irregular network with a value of one and above.  We showed that the four individual 

dissociated cortical batches had a mostly regular network burst during the DIV10-DIV19 

time window (Figure 2-8 (a)). When pooled (orange values), we confirmed that with more 

batches, the standard error of mean (SEM) decreased compared to batches 1 and 4 

indicating how far the mean of the data was from the true population mean.  

Specific range: To visualize the variability of each parameter across four batches, 

the range was calculated, averaged for each parameter of each batch, and then averaged 

across the four batches with standard deviation to see the dispersion in each batches’ 

average for that parameter (nwell=53), (Figure 2-8 (b)). Neural networks showed a general 

level of activity of 17.3 for spike rate (Hz), 0.5 mean burst rate (bursts/s), and 0.5 mean 

network burst rate (bursts/s) with mean network burst duration (s) of 1.2. 

Coefficient of variation: Next, we further investigated the variability in the MEA 

parameters within the four batches to identify the most robust parameters (i.e., coefficient 

of variation lower than 50% as cutoffs) (Figure 2-8 (c)). Certain parameters were more 

stable including % spikes in the network burst, mean burst spike rate, % spikes in burst, 

mean network burst duration, mean network burst spike rate, and the mean burst duration. 

The more variable parameters (parameters that were not lower than the 50% cutoff) were 

mean network interburst interval, spike rate, mean interburst interval, mean burst rate, and 

mean network burst rate. 
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Principle component analysis: A PCA was carried out to visualize the differences 

of the 11 parameters (Figure 2-8 (d)) across the four batches as a loadings graphs and to 

visualize the level of differences among the four batches according to all their parameters 

as a PC score graph (Figure 2-8 (e)). The PC1 accounts for the largest possible variance 

explained at 36.38% while the PC2 accounts for the second largest variance explained at 

24.64% (Figure 2-8 (d and e)). First thing noted was the high level of correlation between 

certain parameters due to the length and direction of the arrows in the loadings graph 

(Figure 2-8 (d)). For example, the mean interburst interval and mean network interburst 

interval were positively correlated (lower two arrows). Mean burst rate and mean network 

burst rate were positively correlated (upper two arrows). Spike rate showed positive 

correlation to the mean burst rate and mean network burst rate. Mean network burst spike 

rate, mean burst spike rate, mean burst duration, mean network burst duration, % spikes in 

burst, and % spikes in network burst were positively correlated by their similarity in arrow 

lengths and their close proximity by their arrow’s direction (middle, right cluster). In 

comparison, mean burst rate and mean network burst rate were negativity correlated to the 

mean interburst interval and mean network interburst interval given the opposite directions 

of the arrows. Given the radial length of the arrows from the zero point, we know the MEA 

activity of these parameters was totally captured by this PCA and that close to 100% each 

of these parameters variances were explained due to the mostly equivalent length of the 

arrows and the proximity of the arrowheads. In terms of the PC score graph (Figure 2-8 

(e)), all four batches showed overlap at the zero value of PC1 and PC2 and did not show 
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clear separate clusters for each batch. This result indicated similarity in the MEA activity 

phenotype of all four batches concerning the 11 parameters during the stable window of 

DIV10-DIV19 

Figure 2-8 Neuronal networks showed a stable phenotype on MEA. (a) Coefficient of 

network interburst interval of all four batches of cortical cells separately and pooled 

together indicating regularity of network burst with a value below 1. Mean ± SEM shown 

with black lines.  (b) Graph showing the range in which the MEA parameters of all three 
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batches behaved from DIV10-DIV19. Values were averaged per batch and then averaged 

across all batches with SD. (c) Percent coefficient of variation of all 11 parameters across 

three batches DIV10-DIV18 to determine the most robust parameters with 50% as the 

cutoff points. Mean ± SD shown with black lines. nwells=53. (d) PCA loading plot to 

showed 55 possible correlations of the 11 parameters DIV10-DIV19 from the three 

combined batches. PC score graph showed individual batch clustering DIV10-DIV19. 

 

2.3.2 Electrical stimulation-evoked activity in primary mouse neuronal culture  

Electrical stimulation through MEAs has been used to elicit spiking activity in 

dissociated cortical neurons [110], [111], [112]. When establishing stimulation protocols, 

choices need to be made on the robustness of the neuronal activity within the of the wells 

used for stimulation, which electrode to use as a stimulating electrode, the pulse width of 

the biphasic waveform used for stimulation, and the voltage level that can be used to evoke 

activity. Direct responses to electrical stimuli that do not depend on glutamatergic synapses 

are known as direct responses [113]. To explore stimulus evoked direct and synaptic 

responses in dissociated cortical neurons, we utilized a full 24-well plate of cells to first 

find the most robust wells for stimulation with whole well analysis. Second, PCA was done 

on to look at variations in the spiking, excitability, and network activity parameters of those 

robust wells to further narrow down well with similar network activity. Third, we 

implemented 15 different electrical stimulation protocols to compare the effects of biphasic 

pulse width and voltage on direct and synaptic responses.  Last, we utilized picrotoxin 
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(PTX), an antagonist of GABAA receptors, to observe if there was a spatial change in the 

spontaneous firing which would shed light on the effects that inhibitory populations within 

the neural network had on spontaneous firing.   

Whole-well analysis of spike, burst, and network burst activity: A raster plot from 

the representative A4 well showed the distribution of spikes (thin black lines), bursts (red 

blocks), and network bursts (aligned red block highlighted in blue) across all 12 electrodes 

(Figure 2-9 (a)). To determine the best electrode for stimulating the neuronal network, each 

well was analyzed with the Multiwell-Analyzer software with all criteria utilized for in the 

developmental profile experiments adhered to including Butterworth filters, segments, and 

a minimum of three active electrodes to define network bursting activity. To choose a 

stimulating electrode per well that would be utilized for the electrical stimulation protocol, 

the criteria used was the following; the burst needed to be consistent across all highlighted 

network burst for the duration of the recording and the bursts needed to have the largest 

negative and positive microvoltage (Figure 2-9 (b)) which indicated that a depolarizing 

cell(s) was close to that electrode. In the case of the representative well A4, electrode 31 

was chosen as the stimulating electrode (Figure 2-9 (b)). To utilize wells that had robust 

neuronal activity for electrical stimulation, we graphed the spike count, burst count, and 

network burst count (Figure 2-9 (b, c, and d)). Any wells with a spike count below 500, 

such as well A1, was automatically excluded from further experimentation and analysis 

(Figure 2-9 (c)). The burst count showed normal variation of between 50 and 100, 

excluding well A1 (Figure 2-9 (d)). The network burst count showed normal variation 
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between 40 and 80, excluding well A1 (Figure 2-9 (e)). Thus, no other wells were exclude 

other than A1 with the whole well analysis. 
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Figure 2-9 Well-wide analysis of batch 4. (a) Temporal raster plot from representative well 

A4 on DIV11 showing spikes (black lines) bursts (red blocks), and network bursts 

(highlighted in blue). (b) Example of criteria used to select one stimulating electrode per 
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well. (c) Extracted spike counts of each electrode from all 24 wells. (d) Extracted burst 

counts of each electrode from all 24 wells. (e) Extracted network burst counts of each 

electrode from all 24 wells. Data shown as mean with SEM. 

 

Principle component analysis: A PCA was carried out to visualize the differences 

of the 11 parameters across the 23 wells as a loading graph (Figure 2-10 (a)) and to 

visualize the level of differences among the 23 wells according to all their parameters as a 

PC score graph (Figure 2-10 (b)). The PC1 accounts for the largest possible variance 

explained at 32.50% while the PC2 accounts for the second largest variance explained at 

26.14%. Given the almost equal radial length of the arrows from the zero point, we know 

the MEA activity of all of the parameters except % spikes in the burst and % spikes in the 

network burst were totally captured by this PCA and that close to 100% each of these 

parameters variances were explained due to the mostly equivalent length of the arrows and 

the proximity of the arrowheads. The exceptions, % spikes in burst and % spikes in the 

network burst, had shortened arrows. Both of these results indicated that these parameters 

were not well explained within the PCA and that their correlation and variance 

interpretations were ambiguous. Mean network burst rate had negative correlation to mean 

network interburst interval. Also, the mean burst rate had negative correlation to the mean 

interburst interval. Spike rate and mean burst rate showed high positive correlation. With 

regards to PC1, mean network interburst interval, mean network burst duration, mean 

interburst interval, and mean burst duration showed positive correlation. Spike rate mean 
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burst spike rate, mean network burst spike rate, and mean network burst rate also showed 

positive correlation to each other with regards to PC1. In terms of the PC score graph 

(Figure 2-10 (b)), 23 wells could be graphed according to presences of data at the electrode 

for certain parameters and/or their presence within the PC1 and PC2 variances. The results 

of the PC score graph indicated similarity across 23 wells of a single batch concerning the 

11 parameters. 

 

 

Stimulation protocols: At this point, we had narrowed down the most robust wells 

with the least variation well-to-well and we had chosen a stimulating electrode per well 

that increased the chances of evoking network wide bursting activity. For the stimulation, 

we utilized 15 stimulation protocols that had a stimulation time period of 100 ms with a 

 

Figure 2-10 Variation of network activity accounted across 23 wells from batch 4. (a) 

PCA loading plot showed 55 possible correlations of the 11 parameters of 23 wells from 

a single batch of dissociated, cortical neurons on DIV11. PC score graph showed 

individual well clustering on DIV11. 
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total of 5 pulses. The interpulse interval (IPI) was set to 10 ms. A representative well and 

recording electrode, in this case well A4, electrode 12, was chosen to represent the 

responses seen with stimulation protocols since this electrode had consistent bursting and 

network activity across the recording time. A raster plot of the representative A4 well 

showed the temporal layout of burst (red boxes) network bursts (highlighted in blue), 

random spikes (black lines), stimuli (gold line) (Figure 2-11). The stimulating electrode 

was electrode 31 for this well. Direct and synaptic responses occurred within milliseconds 

of the stimulation (purple arrow). A recoding of one minute before and one minute after 

the stimulation was taken for a total time of 120 seconds. After the direct and synaptic 

responses occurred, spontaneous network activity resumed. 
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PSTH analysis of stimulation protocols: To see the temporal resolution at which 

responses occurred after the stimuli for each electrical stimulation protocol, the spikes/s 

was extracted from a single recording electrode from wells A2-A6. A PSTH bin size of 10 

ms was used and 600 ms after the stimulation was utilized as the end point of the PSTH 

graphs. The stimulating electrode was excluded given that it had a 300 μs delay time which 

would interfere with the temporal occurrence of the stimulated response and thus was 

 

Figure 2-11 Raster plot of representative A4 well. The stimulating electrode was 

electrode 31. Detected burst highlighted in red, network burst highlighted in blue, 

electrical stimuli highlighted in gold, and random spikes shown as black lines across all 

12 electrodes for a time period of 120 seconds. Direct and synaptic responses occurred 

within milliseconds after the stimuli before spontaneous activity resumes. 
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excluded. Given that we stimulated with a total of 5 bursts for a time period of 100 ms and 

the IPI was set to 10 ms, we excluded the 0-60 ms bins since the detected spikes/s showed 

to be artifacts of the 5 burst and not evoked spiking activity. Using the representative well 

A4, electrode 12, Figure 2-12 showed the effects of biphasic pulse width of 100 μs (a) with 

increasing voltage, 250 μs (b) with increasing voltage, and 500 μs (c) with increasing 

voltage within a time frame of 600 ms. Overall, responses to the stimulation occurred 

approximately between 70-110 ms after the stimulation for all 15 stimulation protocols. 

There was also a second distinct response that occurred approximately between 340-440 

ms for all the stimulation protocols. The “silent” periods between responses indicated the 

time needed for the action potential to travel down the axon to reach the pre-and post-

synaptic clefts for the initiation of possible synaptic responses in the neuronal network. It 

was noted that that 250 μs and 500 μs pulse widths (Figure 2-12 (b and c)) with voltages 

of 300, 500, 700, and 900 mV appeared too consistently have a dampening effect on the 

response’s spiking activity. This indicated that the wider pulses resulted in fewer recorded 

responses since the early responses were obscured by stimulation artifacts earlier in the 

latency of the PSTH. 
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Figure 2-12 Firing activity of electrode 12 of well A4 for all 15 electrical stimulation 

protocols. (a) Applied biphasic 100 μs pulse width with increasing voltage shown within 

blue box. (b) Applied biphasic 250 μs pulse width with increasing voltage shown within 
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green box. (c) Applied biphasic 500 μs pulse width with increasing voltage shown within 

red box. 

 

To acquire a clearer, visual understanding of the differences between the effects of 

pulse width and/or voltage on direct and synaptic responses, the spiking activity across 600 

ms (excluding the first 60 ms) were extracted from a single recording electrode of each of 

the 23 wells and pooled together (Figure 2-13 (b)). The recording electrode per well was 

chosen based on the reasons the representative A4, electrode 12 was chosen to represent 

responses to stimuli as indicated earlier. We also showed the single representative A1, 

electrode 12 to show that the statistical variance improved with more data points and the 

difference in the effects of the stimulation protocols was more enhanced with more data 

points (Figure 2-13 (a)). The results indicated the similarity in the spiking activity across 

all voltages with the 100 μs pulse width (Figure 2-13 (b)) after one-way ANOVA analysis. 

A declining trend in the spiking activity was seen after 100 mV with both 250 μs and 500 

μs pulse widths. One-way ANOVA analysis with multiple comparisons confirmed 

significance between the 100 μs pulse width to the 250 μs and 500 μs pulse widths at the 

300 mV, 500 mV, 700 mV and 900 mV voltages. These results indicated a combined, 

decreasing effect of wider pulse widths and higher voltages on spiking activity seen with 

evoked responses. 
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Effects of excitatory and inhibitory agonist on spontaneous and evoked activity: 

Dissociated cortical neurons consist of a heterogeneous mixture of excitatory and 

inhibitory neurons. Given that we did see stimulus responses, inhibitory drugs to confirm 

or disprove the effects of our stimulation protocol. Using the same 24-well plate, we added 

10 μM and 20 µM of CNQX and MK801, receptively, to both rows C and D which 

consisted of 12 wells. After the addition of CNQX and MK801, AMPA and NMDA agonist 

respectively, the raster plot showed almost no spiking activity across the 12 electrodes 

(Figure 2-14 (a)). Any spikes seen indicated spiking activity from non-glutamatergic 

neuronal population present in the culture. No measurable neuronal activity was seen 

 

Figure 2-13 Spiking activity from direct and synaptic responses as a response to pulse 

width and voltage. (a) Spiking activity across 600 ms bins (excluding the first 50 ms 

bins) of the representative well A4, electrode 12 (b) Spiking activity of direct and 

synaptic responses to pulse width and voltage showed a downward trend with 250 μs 

and 500 μs pulse widths above 100 mV. Data shown as mean with SEM.  
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across all 11 parameters as confirmed by the lack of measurable activity from the spike 

rate, mean burst spike rate, and mean network burst spike rate parameters after the addition 

of CNQX and MK801 all electrodes of wells C1-D6  (Figure 2-14 (b-d)). 
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Figure 2-14 Effects of excitatory and inhibitory drugs neuronal activity parameters of 

dissociated cortical neurons. (a) Representative raster plots of cortical activity on DIV19 

before and after the addition of both 10µM CNQX and 20 µM MK801. (b-d) Three 

parameters measure showed no spiking activity after the addition of CNQX plus MK801 

confirming it agonist effects on excitatory neurons.  

 

Effects of stimulation on AMPA, and NMDA treated primary cortical cells: Given 

that the inhibitory drugs, CNQX + MK801, did inhibit neuronal activity, we then we then 

utilized the 500 µs at 500 mV stimulation protocol to see the effects that AMPA + NMDA 

agonists had on evoked responses. The addition of CNQX and MK801 completely blocked 

all activity (Figure 2-15 (b)) in comparison to before the addition of CNQX and MK801 

(Figure 2-15 (a)). This result indicated that that what we though was direct activity as a 

result of stimulation was actually synaptic responses to the stimulation since CNQX and 

MK801 only blocks synaptic activity, not electrical activity. We additionally confirmed 
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that the responses seen to the stimulation were dependent on excitatory, glutamatergic 

neurons [113]. 

 

 

2.3.3 Development profile of medium spiny neurons differentiated from iPSCs 

To observe neural activity development in human neurons, we utilized one batch 

of human induced pluripotent stem cells that were differentiated into MSNs. The same 12 

parameters describing the spiking activity, neuronal excitability, and neuronal connectivity 

were utilized to describe the MEA activity level of the entire well or individual electrodes 

which we aggregated in well-level values by taking the averages of the 12 electrodes (gray 

 

Figure 2-15 Effects of agonist on excitatory neurons after evoked activity. (a) A single 

electrode from each of the 12 wells pooled from row C-D were shown with stimulation 

after stimulation as the mean with the range. (b) The same 12 wells pooled from row 

C-D, where CNQX and MK801 were added, showed no spiking activity in response to 

stimulation. 
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lines) and the medium of those values (orange line) from 6 wells (Figure 2-16). Stable 

activity was determined with one-way ANOVA followed by multiple comparisons test. A 

raster plot from DIV14 represented stable network bursting activity across all twelve 

electrodes (Figure 2-16 (a)).  

Spontaneous firing: MEA activity from the MSNs was measured from DIV1 of 

their complete differentiation from induced pluripotent stem cells to DIV30 for their 

developmental activity profile (Figure 2-16). The number of active electrodes increased 

and then stabilized by DIV12. In general, spiking activity increased over the developmental 

time before stabilizing DIV12 (Figure 2-16 (c)). Spiking activity in the burst was stable by 

DIV8 for both the non-network bursts (Figure 2-16 (d)) and the network bursts (Figure 2-

17 (i)). The burst spike rate was stable DIV1 (Figure 2-16 (e)) while the network burst 

spike rate stabilized by DIV8 (Figure 2-16 (j)).   

Bursting activity: Overall, bursting activity was stable from DIV4 (Figure 2-16 (f-

g)) with the exceptions of the mean burst duration (Figure 2-16 (h)) which was plateaued 

DIV1-DIV24 and then did a rapid increase DIV26-DIV30. There was no statistical 

difference found in the values of the mean burst duration during DIV26-DIV30. 

Neuronal network connectivity: In general, the formation of stable network 

connectivity emerged between DIV8-DIV12 (Figure 2-16 (i-l)). It was interesting to note 

that network activity was silent DIV1-DIV8, but once it emerged, it was immediately stable 

throughout DIV30. Like the mean burst duration (Figure 2-16 (h)), the mean network burst 

duration showed a high amount of variation DIV6 through DIV24 before suddenly 
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increasing DIV26-DIV30. There was no statistical difference found in the values of the 

mean network burst duration during DIV26-DIV30. 
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Figure 2-16 Developmental profile of spontaneous activity for MSNs. (a) Representative 

rater plot of a culture well on DIV14. Stable neuronal activity indicated with gray boxes 
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for each parameter (c-m). Orange line represented the medium for each parameter from a 

total of 6 wells (c-m). Each gray line represent the calculated average of 12 electrodes per 

well for each parameter over the duration of the temporal analysis (c-m). 

 

Next, we calculated the ranges of each parameter according to the stable time 

window of DIV8-DIV30 indicated by the gray boxes in Figure 2-16. This was done to 

show the variability amongst the six wells of a single batch of MSNs. These ranges were 

shown in Table 2-6.  

Table 2-6 Calculated ranges in which MEA parameters of one MSN batch of cells 

behave. 

Stable time window Parameter Range 

DIV10-30 Spike rate (Hz) 13.6 ± 3.5 

DIV8-30 % spikes in burst 78.2 ± 20.4 

DIV1-30 Mean burst spike rate (Hz) 103.8 ± 25.9 

DIV6-30 Mean burst rate (burst/s) 1.4 ± 0.4 

DIV4-30 Mean interburst interval (ms) 139,212 ± 24,686.5 

DIV26-30 Mean burst duration (ms) 570.8 ± 116 

DIV8-30 % spikes in network burst 99.8 ± 25.2 

DIV8-30 Mean network burst spike rate (Hz) 69.7 ± 19.5 

DIV12-30 Network burst rate (burst/s) 1.2 ± 0.2 

DIV8-30 Mean network interburst interval (ms) 275,166 ± 56,019.9 

DIV26-30 Mean network burst duration (ms) 2,780.5 ± 707.6 

 

In vivo, medium spiny neurons typically receive cortical and thalamic glutamic 

synaptic inputs, leading to excitation of these normally inhibitory neurons [114]. To 

increase excitation, 1 µM of picrotoxin from a 10 mM solution was added after a 10 minute 
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baseline recording on DIV34 as an antagonist of the GABAA receptors (Figure 2-17 (a)). 

It was noted that all 11 parameters (except for the active number the electrodes) had 

statistically significant changes indicating the effects of picrotoxin in our MSN’s GABAA 

receptors (Figure 2-17). The 10 minute post-PTX significantly increase MSN activity by 

significantly increasing the spike rate, % spikes in burst, mean burst spike rate, mean burst 

rate, mean burst duration, % spike in network burst, mean network burst rate, mean 

network burst rate, and mean network burst duration (Figure 17 (c, d, e, f, h, i, j, k, and 

m)). In contrast the mean interburst interval and mean network interburst interval 

parameters were significantly decrease with PTX which was consistent with the increases 

seen in the burst duration and network burst duration (Figure 17 (g and l)). 
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Figure 2-17 The effects of PTX on increasing MSNs activity parameters DIV34. (a) 

Representative raster plots from well C6 of MSNs on DIV34 before (baseline) and after 

the addition of 10 µM PTX. (b-m) Unpaired t-test was used to determine significance 

(p>0.05) after the addition of PTX (nwells= 6, nelectrodes= 72) across all 12 parameters of 

activity.   
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2.4 Discussion 

This study showed results describing the development profile of network activity 

in 24-well MEA plates during the first 7-19 DIV for dissociated, primary cortical neurons 

and 1-34 DIV for MSNs differentiated from iPSCs. The results demonstrated a rapid 

development of spontaneous spiking, bursting and network activity behavior that stabilized 

within DIV10-DIV19 for cortical neurons and DIV8-DIV30 for MSNs. Furthermore, the 

results from the three batches of cortical neurons demonstrated that considering multiple 

parameters of spiking, bursting, network properties, variability analysis, and PCA 

classifications are reliable predictors of robust MEA parameters that describe a stable 

neuronal network at the well and batch levels. We also observed stimuli evoked behavior 

of cortical neurons to perform pilot studies to establish MEAs as a mechanistic tool for 

future comparison to diseased neuron states. Overall, our study offers a high-throughput 

method to single-well systems to study spontaneous network development and future 

manipulations with drugs, chemicals, and stimuli in diseased phenotypes. 

 It is crucial to accurately analyze the raw data for multiple parameters that describe 

network activity. Analysis settings for data extraction can greatly influence the results. We 

utilized Butterworth high pass and low pass filter settings that were comparable to other 

studies [115], [108]  as well as minimum amplitude of 10 μV to allow the range of 

information in the form of activity needed in this study to pass for quantitation. It is 

important to note that network bursts exhibited by dissociated cortical neurons could be 
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incorrectly detected by commonly used settings and needed to be adjusted according to 

what was seen from the raw data. 

 Previous studies on in vitro cortical and hippocampal network development have 

demonstrated that spontaneous, neuronal activity evolves from random, single spiking on 

a few electrodes over a period of 2-3 weeks, to bursting activity that synchronizes into 

stable network bursts [72], [116], [117], [118], [119], [120]. Another study revealed that 

spiking activity developing into synchronized bursting and network bursting  occurred 

DIV5-DIV12  with reference to the 12 parameters that we utilized for our study [108]. Our 

data was consistent with that of other laboratories given we had a stable number of active 

electrodes DIV7-DIV19 and that we saw all 12 parameters of neuronal activity stabilize by 

DIV14 and stay stable till DIV19 of the temporal analysis [116], [121], [120]. In fact, our 

cortical neuron networks stabilized 5 DIV earlier then what was previously reported by 

Charlesworth et al., 2015 and Cotterill et al., 2016. Also the development of our network 

activity matured earlier then what has been reported with immunocytochemical 

characterization on DIV28 [122], functional network characterization after DIV28 [123], 

long-term activity-dependent plasticity characterization after 2 to 3 weeks [124], and 

spatial-temporal electrical stimuli shape characterization between 3-5 weeks of growth 

[125]. Factors that could contribute to these differences include the age of the isolated cells 

(postnatal day 0 versus embryonic day 18) as well as plating density (50,000 versus 

150,000 cells) [108], [117], [126]. In terms of the cell density, we plated 150,000 cells per 

well which could have contributed to the rapid development and stabilization of network 
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activity given that the neurons are spatially closer together to form synaptic connections. 

This more rapid development of stable network activity can be beneficial from a screening 

standpoint since it would shorten assay times, increase throughput, a decrease the overall 

cost of the experiment.  

 A factor that can influence the results of MEA activity is batch-to-batch variability. 

Typically, one plate is available for a given batch of cells and evidence has shown that data 

sets with three plates from several different batches have greater culture-to-culture 

variability compared to plate-to-plate or well-to well variability from a single batch [108]. 

Thus, obtaining replicate values for a particular assay across several wells and plates 

originating from one batch would be preferable to obtaining replicate values across several 

different batches [127]. In our study, we utilized a postnatal-day 1 and three embryonic 

day 18 cortical batches to quantify neuronal activity variations from these different batches. 

The use of descriptive analysis methods such as range, coefficient of variation, and PCA 

indicated that the parameters measured from MEA activity in these batches could be 

narrowed down to the most robust parameters as well as visualize any variations in the 

MEA activity amongst the four batches that were examined. The coefficient of network 

interburst interval has been used to predict cortical culture age [108], differentiate a 

hippocampal from a cortical networks [120], and to determine the most robust parameters 

of a human neuronal network [115]. In our study, we used it to differentiate the regularity 

of the networks interburst interval amongst our four batches within a similar stable time 

window. A study using human neuronal networks from iPSCs concluded that the 
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coefficient of network interburst interval used for meta-analysis was more variable batch-

to-batch [115]. We also saw the high variability with the coefficient of variation between 

our batches with batches 1, 3 and 4 having more similar variability values compared to 

batch 2. Although batch 2 and 3 showed a regular network interburst interval across all 

DIVs, batch 1 and batch 4 showed irregularly on DIV 10, 11, 13, and 19 indicating that 

this was not related to network maturation. Based on our results, we concluded that this 

parameter would not be sufficient to differentiate the age of isolated cortical cells nor the 

DIV of the MEA activity. Additionally, the coefficient of network interburst interval would 

not be a robust parameter to characterize a stable cortical network.  

Multiple, measurable parameters should be utilized to narrow down the most robust 

MEA activity parameters within a stable time window so that MEAs with stable neuronal 

networks can be utilized for drug and chemical development, neurotoxicity screening, and 

identifying functional changes in diseased phenotypes [108], [120], [126]. It is common in 

the literature to extract the mean firing rate (AKA spike rate) as a parameter to describe the 

general level of activity [128], [129], [130] or to describe drug or chemically induced 

alternations in the network  [131], [132], [126], [133], [122]. Our data showed that the 

spike rate was highly variable across the four batches within the stable time windows of 

DIV10-DIV19. This result was consistent with results seen from pooled human induced 

pluripotent stem cells grown DIV27-35 [115] indicating its variability across cell type and 

origin. Thus, this parameter should be interpreted with caution. Given that classification 

techniques are proven to reliably predict neuronal network age utilizing three to wells per 
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plate when considering all parameters [108], we utilized 4 batches of six to 24 wells of 

dissociated cortical neurons to consider all MEA activity parameters with descriptive 

analysis to determine variability between batches. Interestingly, we found that the mean 

interburst interval was the most variable parameter between batches 1-4. Indeed, 

parameters with high variability, including mean burst rate, mean interburst interval, spike 

rate, mean network interburst interval showed similar variations in batch 1, 3, and 4 

compared to the lower variation seen with batch 2. These results indicated batch-to-batch 

variation rather than an isolated cell age variation. The most robust parameters that aided 

with identifying stable network activity between different batches were % spikes in 

network burst, mean burst spike rate, % spike in burst, mean network burst duration, mean 

network burst spike rate, and mean burst duration. This indicated that using multiple 

parameters classified as neuronal activity, excitability, and connectivity will provide more 

robust discrimination in the stability amongst different batches then relying on a single or 

a few parameters [134]. It is also important to note that three of the six robust parameters 

categorized as neuronal connectivity, indicating structural evidence of  anatomical, 

functional, synaptic network connectivity within electrophysiological parameters [108], 

[56], [57].  

In vivo, spontaneous activity is crucial for the early development of neuronal 

networks [135], [136], [137]. Later in development, the contribution of the spontaneous 

activity in modifying brain connectivity will decrease concurrently with the increase in 

neuronal plasticity due to sensory inputs [138], [139]. Given that we had identified a time 
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window of stable, spontaneous MEA activity DIV10-DIV19 for the dissociated cortical 

neurons, we explored the effects of electrical stimulation to observe evoked spiking activity 

and to verify if this evoke activity was electrically related or synoptically related. We 

utilized 15 stimulation protocols to explore increasing pulse width and increasing voltage 

on our dissociated cortical neurons. In the literature, direct responses to electrical stimuli 

have been characterized to occur in the first 10-20 ms post-stimulus in MEAs with 2-3 

week old cortical cells [113]. Direct responses are understood to be an antidromic response 

that goes away from the axons terminal and towards the soma as a result of excitation 

through an axon near the stimulating electrode [113]. In contrast, early post-synaptic 

spikes, which depend on glutamatergic synapses, occur between 5 and 50 ms post-

stimulation [113]. Culture-wide barrages are activity that spreads across the entire MEA 

and can initiate immediately after the stimulation or occur 100ms or more after stimulation 

[113]. The type of stimulation parameters greatly influence the ability of stimuli to elicit 

action potentials. It was demonstrated that positive-to-negative voltage, biphasic pulses 

were very effective at eliciting action potentials [113]. Thus, we utilized symmetric 

positive-than-negative voltage pulses of 100, 250, and 500 µs in duration with 100, 300, 

500, 700, or 900 mV magnitudes per phase which were similar protocols utilized in other 

studies to elicit electrically evoked activity [113], [140], [125]. Our PSTH graphs, which 

were utilized to show the peak time of when the cortical network responded to the stimuli, 

suggested that 100 µs pulse widths at all magnitudes used elicited a similar responses 

across the 100, 300, 500, 700, and 900 mV. In the literature, 400 µs positive-then-negative 
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pulses with increasing magnitudes from 100 to 900 mV showed positive, correlated 

increases in direct spikes [113]. In the same study, pulse durations up to 300 µs positively 

correlated with increasing direct responses while pulse durations 400-800 µs plateaued the 

number of direct responses [113]. The plateau seen in the direct responses was due to the 

fact that wider pulse widths obscure early responses because of stimulation artifacts [113]. 

We showed that pulse widths of 250 µs and 500 µs decreased the number of evoked 

responses with the 300, 500, 700, and 900 mV magnitudes. Extracellular stimulations and 

recordings of neuronal activity can act on different sites of a neuron [141], [140]. One study 

showed the ability to detect evoked activity in a 60 electrode array was not consistent across 

all electrodes depending on cell density as well as the  location of the neurons with respect 

to the electrodes [140]. For example, action potentials on the soma can produce a larger 

signal on the extracellular electrode compared to an axon since more ions are needed to 

depolarize the larger surface area and vice versa [140]. From the same study it was noted 

that increased electrode spacing may lead to longer detectable latencies due to the geometry 

of the MEA-60 [140]. Also, direct evoked responses might be induced in the middle of 

axons that passed near an electrodes which would increase the actual delay from the neuron 

to its post-synaptic target [140]. Our raw data showed that all of the recording electrodes 

across all 12 wells recorded spiking activity during the first 10 ms indicating an optimal 

cell density. However, upon further examination of this detected activity, we found that the 

first 60 ms of the recording consisted of artifacts from the five burst, especially with longer 

pulses which was consistent with findings from Wagenaar et al., 2004.  
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To differentiate and verify that the response we saw from our 15 stimulation 

parameters were directly-evoked or synaptically-evoked action potentials, we utilized 

agonist against excitatory neuron receptors AMPA and NMDA. AMPA and NMDA 

agonists are known to only block synaptic activity, not electrical transmissions [113]. 

However, we noted from our pilot study that there was no evoked direct activity. Thus, our 

conclusion of our 15 pilot electrical stimulation protocols may have evoked direct 

responses that were obscured by the stimulation artifacts of the 5 pulses that was excluded 

in the first 60 ms of spikes/s used for the PSTH data. Our second conclusion was that our 

15 pilot electrical stimulations evoked glutamatergic based transmission given that AMPA 

and NMDA are agonist of glutamatergic receptors for post-synaptic transmission. We 

would need to do additional pilot studies using a single pulse instead of 5 pulses with all 

15 stimulation protocols. This would help us determine if reducing the amount of 

stimulation artifacts would allow us to tease out electrical responses at an early latency 

time frame compared to the stimuli.   

Human induced-pluripotent stem cells can be differentiated into central nerve cells 

[142], [143], [144] and form functional synaptic connections that establish a functional 

neuronal network in vitro [143], [145], [146], [147]. Furthermore, electrophysiological 

studies have demonstrated that iPSC derived neurons emit synchronized spiking activity 

[145], [148] indicating their differentiation and ability to form functional synaptic 

connection with other neurons. Thus, we utilized a batch of MSNs derived from human 

iPSCs as a comparison to the dissociated cortical neurons to observe the electrical 
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physiological differences between a mixed neuronal population (dissociated cortical 

neurons) and a pure neurons cell population free of any non-neuronal populations. It was 

noted that mean burst spike rate, and mean interburst interval were stable from DIV1 while 

parameters such as mean burst duration and mean network burst duration were stable by 

DIV26. The other parameters stabilized between DIV8 to DIV12. Compared to the cortical 

neurons, MSNs require a larger window of DIVs (DIV8-DIV26) for some of the 

parameters to reach stabilization. One thing to note was that most of the parameters from 

the neuronal connectivity category were immediately stable as soon as they could be 

measured by the MEA. This immediate formation of neuronal network activity was more 

rapid then that seen in literature with iPSCs whose neuronal networks stabilize between 

DIV27-DIV35 [115]. More batches would need to be measured to confirm the stable time 

window for our MSNs since many factors can influence a stable time window for network 

activity from iPSCs. This factors could include the cell density [115], the maturation time 

due to small-molecule supplementation protocols [149], and the type of cell adhesion 

molecule used to mature the cell culture [150].  

In the striatum, MSNs consist of 90% of the neuronal population [151]. Their 

membrane potentials oscillate between a hyperpolarized state that requires excitatory 

cortical inputs and a depolarized state [152]. Thus, cortical inputs disrupt these oscillations 

through GABAergic synapses from interneurons which are highly interconnected with 

MSNs and modulate the excitability of MSNs [151], [153]. Picrotoxin is an antagonist of 

GABAA receptors which are the primary mediators of inhibitory neurotransmission [154]. 
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In this experiment, we wanted to observe if there was an increase in the MEA activity of 

MSNs when their inhibitory GABA receptor was blocked by the picrotoxin. The results 

indicated that the MSNs were able to receive excitatory glutamatergic signals from cortical 

neurons. Parameters referring to synaptic excitability and connectivity were significantly 

increased after picrotoxin. It was also noted that the interburst interval and network 

interburst interval significantly decreased with the increase in busting activity indicating a 

more rapid, synchronized network bursting rather than an increase of random spiking 

activity with the picrotoxin. This observation was also confirmed with the significant 

increase seen in the mean burst duration and mean network burst duration. Overall, we 

showed that our MSN batch had a highly organized network activity, that the MSNs 

expressed GABA receptors, and that these MSNs were expressing an inhibitory, 

GABAergic phenotype. 

2.5 Conclusions 

In conclusion, we have described the early development of neural networks cultured 

in 24-well MEA plates. This development was qualitatively equivalent to single-well 

MEAs but with an increased amount of neuronal activity information retrieved compared 

to a single batch of cells. We also demonstrated that using differently aged dissociated 

cells did not contribute to any statistically distinct variations amongst the multi-

parametric evaluation of neuronal spiking, excitability, or connectivity parameters. We 

also have begun pilot studies to into evoked responses via stimulation to establish the 
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MEA as a mechanistic tool to bridge molecular and phenotypic network activity to look 

at the potential for diseases to disrupt that activity. 

2.6 Future directions 

To establish a functional link between molecular changes and neuronal activity, we 

will utilize the MEA platform as an approach to study how molecular changes lead to 

neuronal activity changes in neurodegenerative disease, such as Huntington’s disease and 

Alzheimer’s disease.  
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