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In this dissertation, new semi-analytical expressions for the diversity bit error rate 

performance of asynchronous direct sequence-code division multiple access (DS-CDMA) 

systems in multipath fading channels are derived. Also, the PN acquisition time of a DS 

system with offset frequency periods greater than the code period in a AWGN channel 

is measured via laboratory experiments. 

In Part I we consider DS-CDMA systems operating in a cellular environment with 

multipath reception. Multipath propagation is exploited through the use of RAKE re­

ceivers. Coherent, differentially coherent and noncoherent binary demodulation schemes 

are considered. The multiple access interference is modeled as AWGN, conditioned on 
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the fading statistics of the received signal. The mobile radio channel introduces selective 

fading, and is modeled as a tapped delay line. The amplitude of each resolvable path 

is statistically described by the Nakagami distribution, which is a general solution to the 

random vector problem that causes rapid fading. However, we assume independent but 

nonidentical fading along the RAKE branches. Therefore our analysis supports unequal 

mean powers and different amount of fading in the multipath components combined 

by the receiver. Also, the results can be easily extended to account for diversity from 

multiple antennas or coding in the generalized Nakagami multipath fading environment. 

In Part II we consider a land mobile satellite channel. First, a laboratory experiment 

is setup to evaluate the PN acquisition performance of a digital IF receiver in a AWGN 

channel with large Doppler offset. The digital conversion receiver uses the inherent 

aliasing property of sampling to realize the baseband conversion using a single analog­

to-digital converter. Thereafter, digital signal processing on the I an d  Q samples enable 

for design trade-otis in the acquisition of the PN code with Doppler periods greater than 

the code period. Two code phase selection criterions, namely the maximum criterion and 

the threshold crossing criterion, are investigated and their acquisition time is measured 

for different frequency offsets and input IF signal to noise ratios. 

We also derive semi-analytical expressions for the BER performance of coherent and 

differentially coherent systems operating in a mobile satellite channel. In this case the 

channel is modeled as a multipath nonselective channel, but diversity gain can still be 
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obtained through path diversity. This is the scenario when a signal is transmitted to all 

satellites in view and the received replicas are independently demodulated and combined 

at the receiver. Our analysis extends previous results to the case of unequal mean powers 

and Rice factors in the combined signals; a valid assumption if we consider that the 

satellites are in view at different elevation angles. Furthermore, the effect of imperfect 

power control in such mobile satellite DS-CDMA systems is also considered. 

vii 



Table of Contents 

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv 

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  v 

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii 

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xu 

Chapter 1 General Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

Chapter 2 Introduction to Part I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 

2. 1 Overview of Part I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8 

Chapter 3 DS-CDMA System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0  

3 . 1  Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0 

3.2 Transmitter Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12  

3 .2.1 Spreading Waveforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13 

3.3 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16 

3.3.1 Multipath Fading Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18 

3.3.2 Path Loss and Shadowing . .. . .. . . . . . . . . . .. . . . . . ... . . . . . . . . . . .  19 

3.4 Receiver Models . . . . . . . . . ... . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . .. 20 

3 .4. 1 Coherent Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 

3.4.2 Noncoherent Detection . . . . . .. . . . . .. . . . . . . . . .. . . .. . . . ... . . . . . .  23 

3.4.3 Differential Detection . . . . . . . . . . . . .. . . . .. . . . .. . . . . . . . . . . . . . . . .  25 

Vlll 



Chapter 4 Coherent DS-CDMA Mobile Radio Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 28 

4. 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 

4.2 Coherent RAKE Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29 

4.2. 1 Gaussian Assumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32 

4.3 PDF of SNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36 

4.4 BER Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38 

4.5 Combined Antenna and Spread Spectrum Diversity . . . . . . . . . . . . . . . . . . . .  39 

4.6 Combined Coding and Spread Spectrum Diversity . . . . . . . . . . . . . . . . . . . . . 41 

4. 7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44 

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52 

Chapter 5 Noncoherent DS-CDMA Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  53 

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  53 

5.2 DPSK RAKE Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54 

5.3 Probability of Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57 

5 .4 Chfbogonal Spreading Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  61 

5.5 Nondiversity Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63 

5.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65 

5. 7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73 

Chapter 6 Introduction to Part II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 4 

ix 



6.1 Overview of Part II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79 

Chapter 7 Code Acquisition in Simulated LEO Channel . . . . . . . . . . . . . . . . . . . . . . . . . 80 

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80 

7.2 System Description . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . ... . . . . . . . . . . . . . . .  81 

7.3 Laboratory Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82 

7.4 Sampling Strategy . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . .. . . . . . . .. . . . . 84 

7. 5 PN Code Acquisition Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87 

7.6 Parallel Acquisition System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . .. 89 

7. 7 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93 

7.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96 

Chapter 8 Path Diversity Performance of DS-CDMA Mobile Satellite Channel . . . . 97 

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97 

8.2 Channel Model and PCE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . ... . . . . .... 99 

8.3 Path Diversity Receiver Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101 

8.3.1 Coherent BPSK Receiver . . . . . . . . . . . . . . . .. . . . . . . .. . . . .. . . . . .  103 

8.3.2 DPSK Receiver . . . . . . . . . . . . . . . . . . . . . . . .. ... . . . . .. . . . . . .... . 106 

8.4 PDF of Decision Variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107 

8. 5 BER Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109 

8. 5.1 Coherent Demodulation . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . .. 110 

8. 5.2 DPSK Demodulation . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .. . . .. . . . .  Ill 

X 



8.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 1 3 

8. 7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 19 

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120 

Appendix A: Reduction of Equation ( 4.26) to ( 4.21) . . . . . . . . . . . . . . . . . . . . . 120 

Appendix B: Derivation of Equation (4.30) . . . .. . . ... . . . .. . . . . . . . . . . . . . . .  122 

Appendix C: Derivation of Equation (4.41 ) .. . . . . . . .. . . .. . . . .. . . . . . . . . . . . 124 

Appendix D: Derivation of Equation (5.24) . .. . .. . . . . . . . . . . . . . . . . . . . . . . .  126 

Appendix E: Derivation of Equation (8.29 ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127 

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . ... . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . .  129 

Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 37 

Xl 



List of Figures 

Figure 3 . 1  Coherent MRC receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22 

Figure 3.2 Diversity receiver with square law detected 

orthogonal signaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24 

Figure 4.1  RAKE receiver model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30 

Figure 4.2 BER vs average SNR per bit with parameters N=127, K=25, 

L=10, 8 = 0.2 and (a) m=0.75, (b) m=1,  (c) m2=[2, 0.75], 

m4=[2, 0.75, 1, 2], m10=[2, 0.75, 2, 1, 0.75, 1 ,  2, 0.75, 1, 21 

(d) m=2 . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46 

Figure 4.3 BER vs average SNR per bit with parameters N=127, K=25, 

L=10, 8 = o and (a) m=0.75, (b) m=1 ,  (c) m2=[2, 0.75], 

m4=[2, 0.75, 1, 2], m1o=[2, 0.75, 2, 1, 0.75, 1 ,  2, 0.75, 1, 2] 

(d) m=2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47 

Figure 4.4 BER vs number of users K with parameters N=127, Lr=L=4, 

ro= 10 dB, (a) m=0.75, (b) m=0.75, (c) m4=[2, 0.75, 1 ,  2], 

(d) m=2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48 

Figure 4.5 BER vs number of users K with parameters N=127, L=10, 

Lr=4, ro=lO dB, (a) m=0.75, (b) m=0.75, 

(c) m4=[2, 0.75, 1, 2], (d) m=2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47 

xu 



Figure 4.6 BER vs average SNR per bit with parameters N=1 2 7, K=2 5, 

Lr=L, 8 = 0 and (a) m=1, (b) m2=[l.S, 0.5], 

(c) m4=[2, 0.75, 1, 2],( d) m10=[1.2 5, 0.75, 0.75, 1.2 5, 

1.5, 0.5, 0.75, 0.5, 2, 0.75] ..................... . ......... . ... 50 

Figure 4.7 BER vs number of users K with parameters N=1 2 7, £=10, 

Lr=4, 'Yo=10dB, 8=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51 

Figure 5.1 Binary DPSK RAKE receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 5  

Figure 5.2 Exact and approximate Phb) for Lr=4, and Nakagami fading 

parameter vector m=[1,1,1,1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59 

Figure 5.3 Equal gain combining of orthogonal signaling with 

square law detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62 

Figure 5.4 BER for DPSK vs number of users K with parameters N=Sll, 

SNR=IO dB, Lr=L/2=4, 8=0 and (a) m4=0.75, 

m4=[0.5, o.s, 1, 1], (b) m4=1, m4=[o.s, o.75, 1.2 5, 1.5], 

(c) m4=2, m4=[1, 1.5, 2.5, 3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67 

Figure 5.5 BER for square law detected orthogonal signaling vs K 

with parameters SNR=10 dB, Lr=L/2=4, 8=0 and (a) m4=0.75, 

m4=[0.S, 0.5, 1, 1], (b) m4=1, m4=[0.5, 0.75, 1.2 5, 1.5], 

(c) m4=2, m4=[1, 1.5, 2.5, 3]........................ . . . . .. . .. 68 

Xlll 



Figure 5.6 BER for DPSK vs number of users K with parametrs N=511, 

SNR=10 dB, Lr=L/2=4, 6=0.1 and 0.5 

(a) m4=[0.5, 0.75, 1.25, 1.5], (b) m4=[0.75, 1.25, 1.5, 0.5] 

(c) m4=[1.5, 1.25, 0.75, 0.5], (d) m4=1 . . . . . . . . . . . . . . . . . . . . . . . 70 

Figure 5. 7 BER for square law detected orthogonal signaling vs K 

with parameters N=511, SNR=10 dB, Lr=L/2=4, 6=0.1 and 0.5 

(a) m4=[0.5, 0.75, 1.25, 1.5], (b) m4=[0.75, 1.25, 1.5, 0.5] 

(c) m4=[1.5, 1.25, 0.75, 0.5], (d) m4=1 . . . . . . . . . . . . . . . . . . . . . . . 71 

Figure 5.8 BER vs number of users K with parameters 

N=511, SNR=10 dB, Lr=L/2, 6=0 and mLr=1................ 72 

Figure 6.1 PN matched filter acquisition with noncoherent detection 

a) I-Q matched filter b) Matched filter correlator of (a)......... 77 

Figure 7.1 Laboratory setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83 

Figure 7.2 FIR filter for I and Q interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 

Figure 7.3 Parallel acquisition system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90 

Figure 7.4 I-Q baseband MFs with noncoherent combining ................ 91 

Figure 7.6 Acquisition time vs normalized frequency offset !1fTM 

with IF SNR of -15 dB. . . . .. . . . . . . . . . . . . . . . .. . . . . . . . . ........ 94 

Figure 7.7 Measured acquisition time vs IF SNR with !1fTM=0.22 . . . . . . . 95 

XIV 



Figure 8.1 System model with path diversity . . . . . . . . . . . . . . . . . . . . . . . . . . . 102 

Figure 8.2 BER of coherent BPSK vs number of users with parameters 

N=Sll, SN R=lO dB, A=0.3, uu=l dB, L=l and 

a) K=O, u,=4 dB b) K=O, u,=2 dB, c) K=S, u,=4 dB, 

d) K 5, u,=2 dB e) K=lO, u,=2 dB, f) K=lO, u,=O dB 1 14 

Figure 8.3 BER of DPSK vs number of users with parameters 

N=Sll, SNR=lO dB, A=0.3, uu=l dB, L=l and 

a) K=O, u,=4 dB b) K=O, u,=2 dB, c) K=S, u,=4 dB, 

d) K=5, u,=2 dB e) K=lO, u,=2 dB, t) K=lO, u,=O dB 1 1 5 

Figure 8.4 BER of coherent BPSK vs number of users with parameters 

N=Sll, SNR=lO dB, A=0.3, uu=l dB, u,=3 d B  and 

a) L=l K=O, b) L=l, K=S, 

c) L=2 K=[O, 0], d) L=2, K=[S, 0], 

e) L=3 K=[O, 0, 0], d) L=3, K=[S, 0, 0] 

Figure 8.5 BER of DPSK vs number of users with parameters 

N=Sll, SNR=lO dB, A=0.3, uu=l dB, u,=3 dB and 

a) L=l K=O, b) L=l, K=S, 

c) L=2 K=[O, 0], d) L=2, K=[5, 0], 

e) L=3 K=[O, 0, 0], t) L=3, K=[S, 0, 0] 

XV 

1 17 

1 18 



To my parents 



Chapter 1 

General Introduction 

Direct sequence spread spectrum-code division multiple access (DSSS-CDMA) systems 

are actively being considered for mobile terrestrial and satellite communication systems. 

These systems occupy a bandwidth much wider than the one required by the information 

rate. Some of the advantages of spread spectrum techniques over narrowband schemes are 

high immunity to interference and noise, multiple access capability, lower transmission 

power and multipath mitigation. 

With or without DS spreading, a number of modulation schemes can be used to achieve 

a communications link between the transmitter and the receiver. A common distinction 

of these schemes is coherent versus noncoherent and binary versus M-ary. Coherent 

demodulation requires perfect estimation of the phase of the received carrier, which 

complicates the receiver structure. Obtaining a synchronous carrier reference is not an 

easy task in multipath fading channels. However, the performance of a coherent scheme 

is known to be superior to noncoherent demodulation. So there is a trade-off between 

receiver complexity and system performance, depending on whether a synchronous carrier 

estimation circuit is available in the demodulation process. 

Coherent and noncoherent demodulation can be applied to binary as well as M-ary 
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formats. In the binary case the receiver has to distinguish between only two possible 

transmissions, i.e. 0 or 1. In the M-ary case k =2M bits are grouped into a symbol, which 

is used to modulate the carrier. Upon demodulation the bits are recovered, providing 

increased bandwidth utilization for the communication system. 

In modem narrowband wireless communications two techniques are usually employed 

to map the transmitted data bits into carrier modulated symbols, viz. M-ary Phase Shift 

Keying (MPSK) and M-ary Frequency Shift Keying (MFSK). In MPSK modulation 

a symbol modulates the phase of the transmission carrier, while in MFSK a set of M 

orthogonal frequencies is used to transmit the symbols. These techniques are also used in 

spread spectrum systems. Furthermore, in these systems orthogonality between different 

symbols can also be accomplished by using orthogonal spreading sequences. In this case 

orthogonality means that there is zero crosscorrelation between the sequences used to 

represent the symbols of the transmission scheme. 

The performance of a communication system, including vehicular and digital mobile 

radio systems, is heavily influenced by the propagation environment. The term "fading" 

is used to describe the effect of the channel on the received signal. Propagation measure­

ments are reported in the literature and a number of statistical distributions are proposed 

to model the fading process in a mobile radio channel. For the cellular environment the 

Rayleigh, the Rician, the lognormal and the Nakagami distributions are usually used in 

analytical and by simulation evaluation of the bit error rate (BER) performance of mobile 

2 



communication systems. 

Improved system performance can be obtained for all transmission formats when di­

versity reception is employed. Intuitively one may visualize diversity as a way to provide 

more that one copies of the transmitted signal at the receive site. The receiver can use a 

variety of ways to combine these copies so that it always maintains a good signal-to-noise 

ratio (SNR) for the decision statistic. Diversity is very effective against flat as well as 

selective fading. Maximum diversity gain is obtained when the desired signal compo­

nents along the diversity branches fade independently. Apart from traditional ways of 

accomplishing diversity, wideband spread spectrum systems exhibit internal spread spec­

trum diversity by exploiting the multipath propagation observed in mobile radio channels. 

Multipath propagation can be resolved and utilized by a wideband receiver that uses a 

bandwidth much larger than the coherence bandwidth of the channel [17]. In this way 

the nature of the communication channel provides the copies of the transmitted signal 

to the receiver. This inherent multipath diversity gain provided by the spread spectrum 

modulation scheme is one of the most desirable features of using wideband signaling in 

the cellular environment. 

In a DS-CDMA system many users occupy the same communication channel, using 

the same frequency band at the same time. User separation is achieved by employing 

orthogonal signature codes to spread the information signal of each user. These codes 

must be properly selected, viz they must exhibit very low crosscorrelation values for all 
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time shifts. In this case asynchronous transmissions can be considered so that no network 

synchronization is required. The performance of an asynchronous COMA system is 

limited by interference and consequently, the quality of the radio design plays a key role in 

its overall capacity. Each active mobile transmitter produces some level of interference in 

the receivers of other mobile users and at the base station. When perfect power control is 

feasible in the system, the interference caused by each user is minimal and approximately 

equal. For an asynchronous COMA system, the multiple access interference is usually 

modeled as additive white Gaussian noise (AWGN). The analytical evaluation of the BER 

performance of different binary modulation schemes, utilizing spread spectrum diversity 

in multipath fading channels will be the subject of part I of this dissertation. 

In part II we turn our attention to a land mobile satellite channel. There are many mo­

bile satellite systems currently being proposed/designed, some of which employ CDMA. 

Of those that are envisioning of using COMA, most are low earth orbiting satellite 

(LEOS) systems. These systems will suffer from large Doppler shifts because of the 

relative motion between transmitter and receiver, which can be up to ±60KHz, depend­

ing on satellite altitude and carrier frequency. We construct a laboratory experiment to 

examine the acquisition performance of a LEO simulated channel. We describe a digital 

IF receiver with a single AID converter at the front end and a parallel architecture in 

order to compensate for the initial unknown Doppler offset. 

Furthermore, in LEO systems the multipath delay spread of the channel is known 
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to be on the order of 100 nanoseconds, implying that the coherence bandwidth of the 

channel is about 1 OMHz. Therefore, proposed spread spectrum systems using 1 .25MHz 

cannot take advantage of spread spectrum diversity since the fading is nonselective. 

However, multiple path diversity can be achieved in these systems, when the satellite 

constellation enables each mobile unit to be in view of multiple satellites. Path diversity 

BER performance of DS-CDMA systems is also derived in Part IT, including the effect 

of open loop power control error. 
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Chapter 2 

Introduction to Part I 

In Part I we consider a DS-CDMA cellular system. A number of different demodulator 

structures are described and their performances in a Nakagami multipath fading channel 

are evaluated. The mobile cellular channel has been investigated by many researchers. 

A series of propagation experiments conducted in typical urban/suburban areas [4], [10], 

have revealed the multipath nature of the mobile radio channel resulting from reflections, 

refractions and scattering by buildings and other obstructions in the vicinity of the mobile. 

Multipath propagation can be resolved at the receiver of a DS-CDMA system that uses a 

bandwidth much larger than the coherence bandwidth of the channel. Empirical results as 

well as physical reasoning show that the total intensity of each resolvable path is formed 

by the superposition of radio waves which arrive at the receiver almost simultaneously 

[ 4]-[8]. In this respect, the problem of obtaining the distribution of the signal strength of 

each path coincides with the random phasor interference problem [8]. Whereas, Rayleigh 

and Rician distributions are only special case solutions of the random vector problem that 

causes rapid fading, the Nakagami m-distribution provides a more general solution [8], 

[6]. This distribution is one of the most versatile as it can model a variety of fading 

environments. Furthermore, Suzuki [10] showed that paths with small delays beyond the 
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LOS delay are better modeled by the Nakagami distribution. 

In this case, a RAKE receiver [18] can take advantage of the multipath nature of 

the mobile channel to increase the SNR of the output decision variable. In the perfor­

mance analysis of RAKE receivers operating in a Nakagami fading environment, it is 

mathematically convenient to assume independent and identically distributed (iid) fading 

statistics along the diversity branches [2], [16]. However, due to the random nature of the 

propagation channel, it is more realistic to assume that the Nakagami fading parameter 

m and the mean received power may be different in the different paths. This may well 

be the case in an actual mobile link, since the radio waves take different paths and may 

undergo different fading before arriving at the receiver. Moreover, measured data show 

that the multipath fading statistics in typical urban areas are not only nonidentical, but 

may also be correlated [2]. Our analysis ignores the effect of correlation in the fading 

statistics since the effect of correlation on performance can be decreased by increasing the 

number of diversity branches. This, in turn, can be increased by increasing the number 

of resolvable paths at the RAKE receiver. 

In most studies, iid fading is assumed to be present on the diversity branches. Fur­

thermore, Eng and Milstein [13], [14], consider a Nakagami fading channel with equal 

m-parameters on each path and an exponential Multipath Intensity Profile (MIP), but 

system performance is obtained based on an approximation for the probability density 

function (pdf) of the decision variable. Specifically, the pdf of the sum of nonidentical 
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gamma variables is approximated with another gamma variate. This approximation is 

exact when the mean powers are equal and reasonable only when the mean powers are 

close to each other. To the best of our knowledge, the evaluation of the exact BER per­

formance of coherent and noncoherent binary DS-CDMA systems in a Nakagami fading 

multipath channel has so far been limited to iid fading on the diversity branches. 

Coherent detection with maximal ratio combining of the received paths is known to 

give best results in AWGN channels, when perfect estimation of the channel impulse 

response is possible. Phase coherence and channel estimation are usually facilitated by 

the presence of a pilot signal. However, phase synchronization is not an easy task in a 

multipath fading channel and a pilot signal may not be available, e.g. at the reverse link 

of a COMA system. Under these conditions noncoherent modulation formats have to be 

considered. 

2.1 Overview of Part I 

In Chapter 3 we present the DS-CDMA system under consideration, vis we describe 

the transmitter model, the channel model that applies to the cellular environment and the 

binary receiver structures that can be employed. In Chapter 4, we consider coherent BPSK 

demodulation and maximal ratio combining of the diversity branches. The Gaussian 

approximation is used to evaluate the multiuser interference in an asynchronous DS-
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CDMA system. The Nakagami pdf is used to statistically describe the fading statistics of 

each resolvable path. We assume a generalized Nakagami fading model which allows the 

system designer to assign different amount of fading and unequal powers in the diversity 

branches. The analysis begins by deriving the exact pdf of the signal-to-noise ratio of the 

decision statistic for this receiver in the generalized Nakagami multipath fading channel. 

Then the conditional on the fading statistics probability of error (for a given SNR) is 

averaged over the derived pdf of the SNR of the decision variable in order to obtain 

the total average probability of error for the fading channel. The cases of a system 

employing both antenna and multipath diversity or coding and multipath diversity are 

also considered. In the numerical results section, we plot the BER of a single user versus 

average received SNR or number of users-interferers in the system, and study the effects 

of independent but nonidentical fading on the system performance. 

In Chapter 5 we consider the same channel model but we evaluate the performances of 

noncoherent binary demodulation schemes. Hence the performances of predetection equal 

gain combining DPSK, FSK and orthogonal spreading signaling are derived. The analysis 

averages the conditional multichannel probability of error of these binary noncoherent 

demodulation schemes over the derived pdf to obtain the exact average BER in the 

multipath Nakagami fading channel. The derived expressions are given as a single 

integral solution and are easily computed numerically. We present the different system 

performances and compare the results with the results obtained with iid fading statistics. 
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Chapter 3 

DS-CDMA System Model 

3.1 Introduction 

CDMA capacity is affected by a number of different factors, such as modulation scheme, 

voice activity, diversity and/or coding employed, power control accuracy, multiple access 

interference and fading in the communication channel. Hence, in order to evaluate 

the system performance of a DS-CDMA network we need to specify the above system 

parameters. 

Here we consider an asynchronous single cell DS-CDMA cellular system with one base 

station and mobiles having omnidirectional antennas. In the forward link (base station­

to-mobile) a pilot signal can be used to facilitate coherent detection, while noncoherent 

modulation schemes are considered for the reverse link (mobile-to-base station) as in the 

IS-95 cellular system. An important characteristic of the DS-CDMA system is the need 

for power control to ensure that the average received powers from all users in the system 

are equal. Power control is especially needed in the reverse link because of the near­

far problem. However, easy to implement power control schemes are not fast enough 

to track the rapid signal fluctuations due to multipath fading in the channel. They can 
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only compensate for the path loss and shadowing that are slower processes. So even 

when power control is applied, the received signal power statistics have the distribution 

resulting from the multipath fading. 

Diversity is known to be an effective countermeasure against multipath fading. In a 

cellular system diversity can be accomplished in a number of different ways. Frequency 

diversity is useful if the channel is frequency selective. This can be achieved either by 

applying a large user bandwidth, which is larger than the coherence bandwidth of the 

channel, or by applying a number of narrow frequency bands, whose center frequencies 

differ in general by at least the coherence bandwidth of the channel. In case of a wideband 

DS-CDMA, frequency diversity is equivalent to path diversity, since signal contributions 

received via a number of propagation paths can be resolved and subsequently combined. 

In this work we consider path diversity to be an essential part of the system design. 

In addition, antenna diversity can be added to the system, especially in the reverse link, 

where antenna distances 6 much larger than the wavelength A ( Ll � A) can be achieved, 

so that independent fading can be assumed. Time diversity is another important diversity 

measure achieved by coding together with interleaving. It is useful if the channel is time 

variant. In our analysis we derive the BER performance of a RAKE receiver and also 

give the BER expressions when antenna diversity or coding are added to the system. 
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3.2 Transmitter Model 

In a DS-CDMA system, each of K + 1 users is assigned a code sequence that modulates 

the phase of the carrier along with the data sequence. We shall assume throughout that 

there is a single cell in the system under consideration. The results may be extended to 

include the effects of interference from multiple cells. The transmitted signal for the kth 

user is a phase coded carrier which may be written as 

(3.1) 

where c(k} (t) is the code sequence of the kth user and may be expressed as 

00 

c(k} (t) = L C�k}Pc (t - jTc ) ,  (k} { } C; E -1,1 , (3.2) 
i=-oo 

and b(k) (t) is the data waveform which can be expressed as 

00 

b(k) (t) = E b�k)Pb (t - jT) , bJk) E { -1, 1} . (3.3) 
i=-oo 

In (3.1), Pt is the average transmitted power which is common to all the users, We is the 

common carrier frequency and ¢Ck) is the phase angle of the kth modulator. The phase 

angle ¢Ck) is assumed to be uniformly distributed in [0, 27r). Here, we assume that the 

effects of path loss and shadowing are compensated by adjusting the transmitted power. 

However, power control is not used to compensate for the rapid signal fluctuations due 

to multipath fading. 
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In (3.2) and (3.3) above, Tc is the chip duration, T is the data bit duration and Pc(t) 

and Pb(t) are rectangular pulses of unit height and duration Tc and T, respectively. In an 

actual case Pc( t )  is a real chip amplitude shaping function. The energy per chip is 

1 {Tc 1 100 Ec = 2 Jo p�(t) dt = 21r -oo IPc(w)l2 dJ.,; (3.4) 

where Pc(w) is the Fourier transform ofpc(t). We takeN= :£ to be the processing gain 

of the spread spectrum system. 

In case of higher modulation orders the transmitted signal can still be expressed by 

(3.1) with the only difference that c<k) will be a complex spreading sequence 

(3.5) 

and b(k) will also be a complex waveform, i.e. 

(3.6) 

where the waveforms b�) and b}k} will depend on the modulation scheme that is used. 

3.2.1 Spreading Waveforms 

In a CDMA network the users employ orthogonal sequences to spread their information 

data bits. Such sequences have desirable properties for multiple access in mobile channels. 

Specifically, the spreading codes must have small cross-correlation sidelobes over all 

delays, because transmissions are asynchronous. In addition the introduction of multi paths 
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from the channel results in self-interference, which can be minimized by using spreading 

codes that have small autocorrelation sidelobes in time intervals that are less than the 

delay spread of the channel. 

One very well known class of spreading sequences are the maximal length pseudo-

random noise (PN) sequences or m-sequences. An m-sequence of length N = 2m - 1 is 

generated by a linear feedback shift register of length m having a characteristic polyno-

mial of degree m. The autocorrelation of an m-sequence is 

if>aa(n) = { 1 

-1/N 

, n = lN 

n :/= lN 
(3.7) 

For large values of N, if>aa(n):::::::: o(n) so that m-sequences are almost ideal when viewed 

in terms of their autocorrelation. Unfortunately, m-sequences have a number of undesir-

able properties for CDMA applications. First, there are relatively few m-sequences for 

a given m. Second, only for certain values of m, there exist a few pairs of m-sequences 

with good crosscorrelation properties. However, two well known classes ofPN sequences 

with excellent correlation properties are the Gold sequences and Kasami sequences. 

A set of 2m + 1 Gold sequences can be generated of length 2m - 1. These sequences 

have autocorrelation values from the set {2m - 1, -1, tm, -2- tm}, and crosscorrelation 

values from the set { -1, tm - 2, -tm} where 

tm = { 2(m+l)/2 + 1' 

2(m+2)/2 + 1, 

14 
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Of these 2m + 1 sequences, 2m-n+1 + 1 will have their first autocorrelation sidelobe 

(tm - 2 or tm) at least n chip durations from the main lobe. Therefore, these 2m-n+1 + 1 

sequences will introduce negligible self-interference if they are used on a channel having 

n or fewer paths. 

Like Gold sequences, the off-peak autocorrelation and crosscorrelation functions of 

Kasami sequences are also three-valued. The possible values are { -1, -s(m), s{m)-2} 

where 

s(m) = 2m/2 + 1. (3.9) 

Finally, another set of orthogonal sequences that are suitable for COMA applications 

are generated by the rows of a Hadamard matrix HM. For M=2 the Hadamard matrix is 

[ +1 + 1 ] 
H2= 

+1 -1 

{3.10) 

and larger Hadamard matrices are obtained by using the recursion 

(3.11) 

The rows in the Hadamard matrix are orthogonal to each other. However, time dispersion 

due to multipath will destroy the orthogonality because the sequences have very poor 

autocorrelation characteristics. This will introduce a floor into the error rate performance. 
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3.3 Channel Model 

The small scale variations of a mobile radio signal envelope can be directly related to the 

impulse response of the mobile radio channel. The impulse response h(t, r) completely 

characterizes the mobile radio channel and is a function of both t and r. The variable t 

represents the time variations due to motion, whereas r represents the channel multipath 

delay for a fixed value of t. If the multipath channel is assumed to be a bandlimited 

bandpass channel then h(t, r) may be equivalently described by its complex baseband 

impulse response h&(t, r). Since the received signal in a multipath channel consists of 

a series of attenuated, time delayed, phase shifted replicas of the transmitted signal, the 

baseband impulse response can be expressed as [12] 

N-1 
h&(t, r) = L f3n(t, r) expfj21r"fcrn(t) + ¢(t, r)] 8(t- Tn)· (3.12) 

n=O 

where f3n(t, r) and rn(t) are the real amplitudes and excess delays, respectively, of the 

nth multipath component at time t. In general we can represent the phase term as a single 

parameter On(t, r) that includes the phase shift due to free space propagation for the nth 

multipath component plus any additional phase shift in the channel. 

The mobile radio channel is usually modeled as a time-invariant, or at least wide 

sense stationary over a small scale time interval, discrete multipath channel. By assuming 
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hb(t, r) to be wide sense stationary process we have: 

(3.13) 

The function Q(r) = Q(r, 0) represents the channel MIP, i.e. it gives the average power 

output of the channel as a function of path delay r. Furthermore, if we assume a slow 

fading channel, the impulse response in (3.13) may then be written as [16] 

N-l 
hb(r) = L .Bn ef8n6(r- Tn). (3.14) 

n=O 

The N multi path terms in (3 .14) can now be separated in L distinct summation terms, 

� � 
hb(r) = "L,.Bl,i(rl,i) expfjO(ri,i)] 6(r- r1,i) + Lf32,i(T2,i) expfjO(r2,i)] 6(r- r2,i) 

i=l i=l 
NL 

+ ...... + L.8L,i(TL,i) exp[jO(rL,i)] 6(r- T£,i). 
i=l 

(3.15) 

Assuming that the first replica is received at r = 0, it is restricted that 0 ::::;; r1,i < Tc, 

Tc < r2,i < 2Tc and (L -l)Tc � T£,i < LTc. This implies that each summation in (3.15) 

is composed of unresolved multipath components within a chip time interval. In this case 

the right hand side of (3.14) may now be written as 

L-l 
hb(r) = "L, .B1 el8'6(r- r1). (3.16) 

l=O 

Each path is characterized by three variables: its strength ,B, its phase shift 01, and its 

propagation delay r1• It is important to realize that although both .Bn and {31 are random 

variables, the numerous statistical characterizations reported in the literature refer to ,81. 
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Although the number of paths, L, may be a random number [I 0], it is bounded by 

L = l�:J + 1 (3.17) 

where L x J is the largest integer that is less than or equal to x, T m is the maximum 

delay spread of the channel and Tc equals the time resolution provided by the transmitted 

wideband signal. T m is assumed to be much less than the bit interval T, in order to 

avoid intersymbol interference. In (3.17}, L is the maximum number of paths that can 

be resolved by a RAKE receiver having Lr branches (i.e., Lr :5 L). 

3.3.1 Multipath Fading Statistics 

Assuming Nakagami fading, the received signal envelope of the desired user on the lth 

propagation path, l = 0, 1, .. , L - 1, has the pdf 

{3>0 (3.18) 

with the parameters 

(3.19) 

and r(m) denotes the gamma function. The parameter mz of the amplitude distribution 

characterizes the severity of the fading on the lth resolvable path [6]. It is well known that 

m = 1 corresponds to Rayleigh fading (purely diffusive scattering), m = oo corresponds 

to the nonfading condition and m = 0.5 (one-sided Gaussian fading) corresponds to the 
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worst case fading condition. The Rician and lognormal distributions can also be closely 

approximated by the Nakagami distribution with m > 1 . Thus direct and/or specularly 

reflected waves result in m-values larger than 1 [8]. In general, the following relationship 

exists between the Rice factor given by k= a=:�=r;:er and the parameter m [6]: 

1 
m = 2• (3.20) 

1- (l!k) 
Although (3.20) is not linear, an accurate linear approximation between m and k exists 

for k > 2 [7], which implies that the parameter m is also a measure of the amount of 

specular power in the received path with respect to the diffuse power. 

3.3.2 Path loss and Shadowing 

The channel also introduces path-loss in the received signal power. In the absence of 

power control the area mean signal power n (r) can be expressed as a function of the 

distance between transmitter and receiver, i.e. 

- c ) = {(�r, n r (�r' 
r < r0 
r > ro 

(3.21) 

where r is the distance between the transmitter and the receiver, k is a constant of pro-

portionality that depends on the average transmit power, transmitter and receiver antenna 

gains, frequency of operation, etc., a is the propagation loss exponent, and r0 is the break 

point in the path loss exponent. The parameter ro is included, because lim,._.0 (�)a = oo. 

The path loss exponent a in (3.21) ranges from 2 in free space to 5 in a dense urban 

area. 
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Furthermore, if power control is not used then for the lognormal shadowed channel 

assumed, the local mean received power n is a random variable, with pdf defined by 

(3.22) 

where � ( r) = E ( 10 log (2 ( r)) and un is the standard deviation of the shadowing 

effect. 

With power control though, n is not random. In the analysis below we assume that 

in the cellular environment power control is capable of compensating for path loss and 

shadowing. In this case, we examine the receiver perfonnance due to multipath fading. 

A simple extension of the short scale fading model given in (3.16) to include shadowing 

is the following: 

L-1 
h�k)(r) = V§fkf L !3?)eiBf"l o(t- r?)) (3.23) 

l=O 

where S(k) is the lognormal shadowing experienced by the kth user, and we assume that 

the lognormal slow fading is the same for all multipath components [9]. 

3.4 Receiver Models 

3.4.1 Coherent Detection 

In general, the DS spread spectrum receiver must perfonn three functions: synchronize 

with the incoming spreading sequence, despread the signal and detect the data. The 
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synchronization issue will be considered in Part II of this dissertation. The system per­

formance is heavily influenced by the detection scheme and channel information utilized 

by the receiver. 

Assume a flat, slow fading channel and suppose that one of M complex Iowpass 

signals { v; (t) }�1 , say vm(t) , is transmitted. The received complex envelope is 

r(t) = g Vm(t) + n(t) (3.24) 

where g = {3 &9 is the complex fading gain introduced by the channel and n( t) is zero 

mean complex AWGN with power spectral density of N0. By applying the Maximum 

Likelihood (ML) criterion to guarantee minimum probability of error, the receiver needs 

to maximize the metric (for message waveforms with equal energy) [17] 

f.L (vm) = Re {loT r(t) e-iB v�(t) dt} m = 1, 2, .. , M (3.25) 

which is the well known correlation receiver. In this case the receiver only requires 

knowledge of the random carrier phase. 

For frequency selective channels multipath diversity is obtained by using a receiver 

structure known as the RAKE receiver. For coherent detection this is a maximal ratio 

combining (MRC) receiver since the diversity branches must be weighted by their respec­

tive complex fading gains before combined. This type of receiver is equivalent to a ML 

receiver which results in the best possible performance among the diversity combining 

schemes. For signals with equal energy the ML receiver selects the message vector vm 
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that maximizes the metric: 

fl. (vm) = �Re { g; f r(t) v:O(t) dt} . (3.26) 

It is apparent that the ML receiver must have complete knowledge of the channel vector 

{g} . Equation (3 .26) translates to a postdetection combining receiver. However, the ML 

receiver can also be implemented by using predetection combining. This can be shown 

by writing the metric in the form: 

(3.27) 

The portion of the predetection MRC receiver that generates J.L (vm) for arbitrary m is 

shown in Fig. 3.1. 

r(t) 
Tc Tc 

* * g Lr g Lr-1 

- - - - -+ Tc 

Figure 3.1. Coherent MRC receiver 
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3.4.2 Noncoherent Detection 

When the phase is ignored in the demodulation of the received signal, the processing is 

called noncoherent demodulation. Phase estimation is usually accomplished by a phase 

lock loop, but this is a difficult task in a multipath fading channel. Therefore we consider 

the optimal noncoherent demodulator, assuming that the phase angle is a random variable 

uniformly distributed on [0, 21r]. 

Following the notation for the coherent case, we assume that there are M signaling 

waveforms used in the transmission of information and define { v;(t) }t!:1 as the equivalent 

lowpass waveforms. Thus the equivalent lowpass received signal can be written as 

r(t) = {3 e-iO vm(t) + n(t) (3.28) 

It is well known [17], that for the case that additive Gaussian noise is white and the 

M signals are equally likely and have equal energy, the maximum likelihood receiver 

computes the M decision variables 

Um = l!oT r(t) v�(t) dt m = 1, 2, . . , M  (3.29) 

and selects the signal corresponding to the largest decision variable. This optimum 

demodulator consists of M cross correlators followed by envelope detectors. Since the 

envelope detector takes the magnitude of the complex valued signal the phase () is ignored. 

As an alternative to the envelope detector we can use a square law detector, which in 

effect yields the decision variables {U!} , m = 1, 2, .. , M. 
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In the case of multichannel signaling square law detection is considerably easier to  

analyze than envelope detection, while both performances are very similar. Therefore we 

confine our attention to square law detection of the received signals on the Lr diversity 

branches, which produces the decision variables 

Lr 
I T 1

2 Um = � fo r(t) v�(t) dt m = 1 , 2, . . , M. (3.30) 

A block diagram of this receiver structure is given in Fig. 3.2. As a final note for the 

case of noncoherent demodulation we restrict our analysis to orthogonal signals based 

on the fact that this choice provides the smallest probability of error among all signals, 

provided phase is unknown and peak energy is constrained. 

r(t) 

SUMMER 

Figure 3.2. Diversity receiver with square law detected orthogonal signaling 
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In DS-CDMA systems orthogonality can be accomplished in two different ways. The 

first is the well known frequency shift keying (FSK), where M orthogonal carriers are 

used to modulate the different symbols. In order for the signal set to be orthogonal, any 

pair of adjacent tones must have a frequency separation of a multiple of 1 fT hertz for 

noncoherent orthogonal FSK signaling, where T is the symbol time. 

Another orthogonal scheme employs orthogonal codes to represent M different trans-

mission symbols. In this scenario k = 2M bits are used to select a symbol which is 

then mapped to one of M orthogonal sequences. In the receiver side a bank of M cor-

relators and square law detectors are used, and the maximum output is used to identify 

the transmitted symbol and subsequently recover the k information bits. The diversity 

performances of noncoherent binary ( M = 2) orthogonal signalling (FSK and orthogonal 

sequences signalling) will be evaluated for the generalized Nakagami multipath fading 

channel in Chapter 5. 

3.4.3 Differential Detection 

Another form of noncoherent detection for PSK signaling is known as differential PSK. 

In M-ary DPSK, we let the carrier phase angle of the demodulator for the nth symbol 

interval be specified by the recursion 

(3.3 1)  

where Xn is a modulator input symbol contained in {0, 1 , . .  , M - 1} . This differentially 
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encoded PSK allows a form of demodulation that does not require the estimation of the 

carrier phase. Instead the received signal in any given signal interval is compared to the 

phase of the received signal in the previous signaling interval. If the unknown carrier 

phase is assumed to be constant over at least two symbols, we may form the differences 

of the measured phase, derived between consecutive intervals, to find the phase difference 

that conveys the information [17]. This is shown as follows: at two consecutive signaling 

intervals the sampled outputs of the matched filter yield 

(3.32) 

and 

Vn-1 = 2{3EeJ(Bn-l+B) + Nn-1 (3.33) 

where () is the unknown carrier phase, and Nn and Nn-1 are noise components for the 

nth and ( n - 1 )th demodulated symbol, respectively. The decision variable is the phase 

difference between these two complex numbers. Thus the decision variable is the phase 

of 

(3.34) 

which in the absence of noise is Bn - Bn_1 . 

The DPSK receiver can also derive from principles of optimal noncoherent detection, 

where the observation consists of two consecutive symbol intervals [ 1 7]. For binary 
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DPSK an easy expression for the test statistic is 

0 

Re (Un) = (Vnv:_1 
+ v:Vn-1) � 0. (3.35) 

1 

With multichannel signaling, DPSK provides a :MRC scheme, where the channel gain 

vector estimates {§n} are simply the normalized signal plus noise samples at the outputs 

of the matched filters in the previous signaling interval. This is known as predetection 

equal gain combining. The decision variable at the output of the combiner, for the nth 

demodulated symbol, is 

Lr Lr u. = "u<i> = � (v::<i>v::•(i) + v::•<i>v:<i> ) n L.J n LJ n n-1 n n-1 
i=1 i=1 

where Lr is the diversity order. 
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Chapter 4 

Coherent DS-CDMA Mobile Radio Systems 

4.1 Introduction 

A great deal of published work exists on the performance analysis of OS-COMA systems 

in the cellular environment. Most of the analyses model the multiple access interference 

as additive white Gaussian noise. For specular multipath fading channels Geraniotis 

and Pursley have approximated the bit error probability of single user DS systems that 

use coherent [21] and noncoherent [22] reception. Their analysis assumed a correlation 

receiver that combats multipath. However, improved performance can be obtained by 

using a multipath combining receiver [ 1 8] .  The performances of coherent RAKE receivers 

in multipath Rayleigh and Rician channels are studied in [20] and [23],  respectively. 

The performance of DS-CDMA systems operating in a Nakagami fading channel has 

been studied by several researchers. For example, Eng and Milstein [14] and Xiang [16] 

studied the performance of OS-COMA systems in a Nakagami fading channel in which 

the fading attenuation factors are independent, with identical Nakagami fading parame­

ters, using coherent and noncoherent demodulation schemes, respectively. For differen­

tially coherent multipath combining receivers, Turin estimated the maximum number of 
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allowable users in [2], for a four path diversity receiver. 

4.2 Coherent RAKE Receiver 

The received signal for the general case of multiple asynchronous users that occupy the 

mobile channel, in a single cell system, can be written as 

K £(k)_l r(t) = n(t) + v'2P :L  L f3fk)c(k) (t - Tz(k) )b(k) (t - Tz(k) ) cos(wct + <p�k) ) (4.1) 

k=l l=O 

where £(k) is the number of multipath components of the k-th user, cpfk> = ¢<k> + 

ofk) - WcTz(k) is the phase of the lth path of the kth carrier and n(t) is AWGN with 

two sided power spectral density , . It is assumed that there are £(k) paths present 

at the kth receiver, each corresponding to a different propagation path between trans-

mitter and receiver. Each path is faded independently and the fading statistics is en­

closed in the term !3fk> ei8�k> .  The path phases cpfk> are assumed to be independently 

uniformly distributed over [0, 27r). The path delays rJk> are also assumed to be inde-

pendent uniformly distributed random variables in the region [0, T), since the users are 

asynchronous. A tapped delay line model [17] is used to describe the frequency selec­

tive channel with the lth multipath delay of the kth user given by Tz(k) = Tdk) + lTc.  

This channel model is usually applied to model propagation in dense urban areas. 
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1/0 

Figure 4. 1 .  RAKE receiver model 

Assuming that acquisition has been accomplished for the user of interest ( k= 1 ), then 

the matched filter is synchronized to the first path of the desired signal. The RAKE 

receiver model is shown in Fig. 4. 1 .  Each path that matches a receiver branch gives a 

signal component. The interference noise associated with this signal component originates 

from the crosscorrelation of the matched filter code with the codes of the other users, the 

crosscorrelation with the rest of the signal paths of the first user and the Gaussian noise 

term. It is well known that the output of the correlation receiver can be written as [ 14] 

(4.2) 
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where 

(4.2a) 

(4.2b) 

(4.2c) 

(4.2d) 

with bb1) being the information bit to be detected, b�� is the preceding bit, r�7) = r?) -

(I)  (k) - (k) (I) k - 1 2 K d 7n • 'Pnl - cpl - 'Pn • - ' ' • •  , ' an 

(4.3) 

are the continuous partial cross correlation fhnctions between the code of user k and user 

one. From (4.2), we see that the output of the nth branch, n = 0, 1, . . , Lr - 1, consists 

of four terms. The first term represents the desired signal component to be detected. 

The second term represents the multiple access interference (MAl) from the (K-1 )  other 

simultaneous users in the system. The third term is the self-interference (SI) for the 

reference user due to sidelobes of the autocorrelation function of the spread spectrum 

code that is assigned. Finally, the last term in ( 4.2) is the Gaussian random variable due 

to the AWGN process. 
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4.2.1 Gaussian �sumption 

In the performance analysis of DS-CDMA systems, the interference terms are usually 

assumed to be Gaussian distributed. The use of the Gaussian assumption in BER cal-

culations is very common, since it is found to be quite accurate even for small values 

of K( < 10) when the BER is w-3 or greater (14]. Moreover, its accuracy increases 

as the number of users in the system increases, provided that power control keeps the 

average powers the same. A number of approaches are available to improve the accu-

racy of the Gaussian approximation (26]. The Gaussian assumption relies on the central 

limit theorem which considers the normalized sum of a large number of independent and 

identically distributed random variables xi, namely random variable y given by 

(4 .4) 

and each xi has zero mean and variance u2• The random variable y is approximately 

normally distributed with zero mean and variance u2 , as K grows large. In our analysis, 

we employ the Gaussian approximation and model the MAl and SI tenns as additive white 

Gaussian noise processes with variance equal to the MAl and SI variances, respectively. 

In this case the term I;;:2i in (4.2a) conditioned on the fading envelope /3�1> and the desired 

user's data bit, b0, has zero mean and variance u�ai,n , given by 

.,-2=i,n - � t, L� 1 { /J�l) } 2 E [ {iJik) }'] E [ { b�/ Rk! { T�)) + b�k) Rk! { T��) ) }'] 
·E [cos2(1,0��>)] (4.5) 
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In [24] it is shown that the continuous time partial crosscorrelation functions Rk1 and 

A 
Rk1 can be written as a function of the discrete aperiodic crosscorrelation function Ck,I 

for the sequences ( c)k> )and ( cJI>) , defined by 

It then follows that [24] 

"N-1-l (k) (1) LJj=O C; Cj+l 

"N-1-l (k) (1) LJj=O Cj-l C; 

O < l � N - 1  

1 - N < l � O  

0 I l l ?.  N 

(4.6) 

(4.7) 

where rk1(N) is the cross correlation parameter of sequences k and 1 among the set, 

defined in [24]. It shows that the average power of the MAl can be evaluated from the 

aperiodic crosscorrelation functions of the spreading sequences of the users. The average 

of each interference component of the asynchronous DS-CDMA system employing Gold 

sequence can be expressed [24] as 

(4.8) 

where f= E {rk1 (N) } is the average crosscorrelation parameter over all the possible 

{ K( K - 1) /2} combinations of sequences k and 1 among the set in order to remove the 

dependency on k and 1 in the MAl variance. It then follows that the MAl variance when 

Gold codes are used is obtained as 

(4.9) 
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In order to bypass the problem of using specific codes, we assume that the period 

of the COMA signature sequences is much larger than the processing gain so that the 

sequences can be modeled as random binary sequences. For random signature sequences 

and rectangular pulses, r� 2N2 and ( 4. 7) becomes [24] 

E K £(kl-1 2 . = bT {!3.<1> }2 � � n<k> CT rrnn,n 6N n L- L- l k=2 l=O 
(4. 10) 

where nfk) = E [ {!3fk> p] . Similarly, the variance of 1;;> , conditioned on {3�1> , is well 

approximated by [ 14] 

E T £<1>-1 cr2. � _b_ { r-1<1> }2 � n<1> 
s1,n 4N /Jn L- l 1 l=l 

(4. 1 1 )  

where Eb = PI'  is the average transmitted signal energy per data bit. From (4.2d), the 

variance of the Gaussian noise term, conditioned on {3�1> , is given as 

U: .  = TTJo {f3<1> }2 n1,n 4 n ' (4. 12) 

Also, conditioned on {!3�1> } . n = 0, 1 ,  . . , Lr - 1, the output of the combining receiver, 

U, is a Gaussian random process, with mean 

(4. 1 3) 

and variance equal to the sum of the variances of all the interference terms. Therefore, 

from (4.9), (4. 10) and (4. 12), we have 

(4. 14) 
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From this point on we set £(k) = L for all users and nfk> = nt. assuming that all the 

users have the same average signal power at the receiver as a result of a perfect power 

control strategy. We consider the discrete multipath fading channel described in Section 

3.3, which can be characterized by its MIP, i.e. the average power at the output of the 

channel as a function of path delay [17]. Actual measurements made by Turin [ 4] in an 

urban environment indicate that the MIP is exponential. However, despite this indication, 

both the constant [16] and Gaussian [27] intensity profiles have also been used in the 

literature. Here, we assume an exponential MIP distribution, i.e., 

n n -l6 l = oe , (4. 1 5) 

where 00 is the average signal strength corresponding to the first incoming path and 8 is 

the rate of average power decay. Our result is sufficiently general as it considers both the 

constant ( 8 = 0) and exponential MIPs. The variance of the total interference, in ( 4. 1 5) 

becomes 

2 = (E TO ) { (K - 1)q(L, 8) q(L, 8) - 1 77o } £�1 {/3<1> }2 ur b 0 6N + 
4N + 4E n L...J n b 0 n=O 

h (L £) "£-1 -l6 1-e-L6 
Furth if d fin w ere q , u = L.Jl=O e = 1_e-& • ermore, we e e 

8 = _.!_ 
Lf1 {/3�1) }2 ' no n=O 

(4. 16) 

(4. 1 7) 

then the received SNR at the output of the receiver, a-2u2 , may be written in compact form 
qT 

as uoS, where 

_ { 2{K - 1)q(L, 8) q(L, 8) - 1  �} -1 
uo - 3N + N + Ebno 

35 

( 4. 1 8) 



represents the effective energy-per-bit-to total noise spectral density ratio. 

4.3 PDF of SNR 

The SNR at the output of the RAKE correlator is a function of the sum of the squares 

of signal strengths {3" given by 

(4. 19) 

where f3L follows the Nakagami distribution. Assuming that the fading along the different 

branches are statistically independent, the characteristic function of 'Y can be shown to 

be given by [32] 

Lr-1 ( jt) -m1 
c,o.., ( t) = II 1 - -

l=O Al 
(4.20) 

where >..l = W,, l = 0, 1, . . . , Lr - 1. The pdf of 'Y is obtained by performing the inverse 

Laplace transform of ( 4.20). If the Nakagami faded channel is such that the ratio >.l is 

the same for all the diversity branches, then it can be shown that 'Y has the gamma pdf 

[30]: 

(4.21 )  

eters are restricted to integer values, the inverse Laplace transform is obtained by using 
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the residue theorem. The resulting pdf in this case can be shown to be given by [30] 

where 

9l,j 
d;""L-i [Lr-1 l 

= d . II (x + Ai)-fni 
xm,-J i=O i# :�:=-.XI 

(4.22) 

Since, in general, the Nak:agami fading parameters along the diversity branches need 

not be identical or always restricted to integer values, ( 4.21) and ( 4.22) are restrictive. 

For arbitrary, real valued Nak:agami fading parameters, we use the note on the inversion 

theorem by Gil-Pelaez [32] to obtain the inverse Laplace transform of (4.20). Thus, in 

this general case, the cumulative distribution function of 'Y is given by 

F. (x) = � - .!_ tXJ Im {cp..,(t)e-itz} dt .., 2 1r lo t (4.23) 

where Im(x) denotes the imaginary part of x. Expressing cp..,(t) in polar form, we have 

{ • "'Lr-1 tan-1 ( t ) } (t) = exp J LJL=O ml r, cp..., ( 2)mL/2 rr�-1 1 + (..!.) l-0 .x, 

Substituting (4.24) in (4.23) results in 

(4.24) 

F. X - � - .!. rXJ sin [ Eto1 mltan-1 ( t,) - tx] dt ..,( ) - 2 7r Jo ITLr-l ( (...t) 2)mL/2 t . (4.25} 

l=O 1 + _x1 

It follows then that the pdf of 'Y is given by 

- .!!:._F. X - .!. roo cos [ Eto1 mltan-l ( t,) - t"(] 
p('Y) - dx ..,( ) -

7r Jo ( 2)mL/2 dt. (4.26) 
ITL�-l 1 + (...t) l-0 .x, 
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In the special case when the AzS are identical along the diversity branches, it is shown in 

Appendix A that (4.26) reduces to (4.21). 

4.4 BER evaluation 

For coherent demodulation in the presence of AWGN, the probability of error conditioned 

on the instantaneous SNR can be expressed as [33] 

r ( 1 (jj s) P. 
(S) = 2' o 

e 2� (4.27) 

where f(b, x) = f:O yb-le-Ydy, is the incomplete gamma function. We may view (4.27) 

as the conditional error probability, where the condition is that S is fixed. To obtain the 

average error probability when S is random, we must average Pe(S) over the pdf of S, 

I.e. 

(4.28) 

The results for identical and integer values of the Nakagami fading parameters in the 

different paths are available in the literature [14], (30]. For the general case of real and 

nonidentical Nakagami fading parameters in the diversity branches, we have 
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It is shown in Appendix B that by interchanging the order of integration, the double 

integration in (29) can be simplified to a single integral, 

(4.30) 

where now, we have At = nn:n' ·  In general, the integral in (4.30) can be easily computed 

numerically (for example, Gaussian quadrature method of order 20 gives accurate results). 

Accurate results can also be obtained with the quadS numerical integration function in 

the MATLAB software package. 

4.5 Combined Antenna and Spread Spectrum Diversity 

We now derive the BER performance for DS-SS systems with BPSK modulation for the 

case when both antenna and SS diversity are used. We denote the number of antennas 

(antenna diversity order) by La· Following the notation in the previous section, Lr is the 

SS diversity order. We call f3u the amplitude of the l-th resolved path at antenna i. We 

assume that the f3itS are statistically independent random variables. This assumption is 

reasonable if the antennas are spaced far enough apart and the spread bandwidth is much 

larger than the coherence bandwidth of the channel. 

Following the analysis in Section 4.2 the instantaneous signal-to-interference plus noise 
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of the RAKE decision variable is proportional to 

La-1 L,.-1 
; = L: L: .a�. i=O l=O 

In this case, the characteristic function of ; is given by 

L,.-1 La-1 ( jt ) -!'nil 
cp..,(t) = II II 1 - :r.-

l=O i=O 1l 

(4.3 1 )  

(4.32) 

If we assume that for the same multipath component number (same path delay) the 

fading parameters m;1 and >..;1 are the same for all antennas, then we can drop the subscript 

due to the antenna diversity in equation (4.32), i.e. �� = mt and >..it = >..1 •  Then cp..,(t) 

becomes 

L,.-1 ( jt) -Lam! cp.., ( t) = II 1 - A" 
l=O l 

(4.33) 

From the previous analysis we know that for a Nakagami fading channel with arbitrary 

real fading parameters, the partial fraction approach fails. However, using the approach 

of Section 4.3 the pdf of ; is given by 

1 tX> cos [Lf�o1 Lamt tan-1 (t) - t;] 
p('y) = ; Jo ( ( ) 2) Lam!/2 dt. {4.34) 

ITL,.-1 1 + J... l=O �� 

Finally, substituting ( 4.34) and ( 4.27) in ( 4.28) we obtain the probability of error 

expression for a coherent DS-CDMA system with antenna diversity and SS diversity in 

the generalized Nakagami fading channel, i.e. 

- 1 tX> B( ) {cos [A(t)] Jl1o sin (� tan-1 (!a-)] 
Pe = 27r Jo t (t2 + aij)1/4 
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where now 

and 

+sin [A(t)] 1 - v vo 2 � _.!. [ l(kcos [ 1 tan-1 ( t ) ] ] } d 

(t2 + ufi) 1/4 t 

Lr-1 ( t ) A(t) = L Lam! tan-1 � 
1=0 I 

Lr-1 ( ( t ) 2) -Lam!/2 
B(t) = rr 1 + -

1=0 AI 

(4.35) 

(4.36) 

(4.37) 

4.6 Combined Coding and Spread Spectrum Diversity 

In this section we derive the coded performance of the system when a Viterbi decoder is 

used at the receiver. The use of diversity may overcome the need for interleaving in a 

coded system, since diversity produces independent samples of the channel without the 

delay involved in interleaving and combine them to mitigate the effect of fading. The 

decision statistic for the 1st user for the nth symbol is then given as 

(4.38) 

The quantity b�1> is the nth code symbol of user 1 and T is now the coded symbol time. 

The random variable e is due to the self interference, multiple access interference and 

thermal noise and is assumed to be conditionally Gaussian with zero mean and variance 

given by 

(4.39) 
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Assume that v code symbols, b<1> = { b�1) , b�1> , . . , b�1> } are transmitted and due to errors 

the sequence b'(l) = { b�(l) , b�(l) , . . , b�1> } is decoded. In order to calculate an upper bound 

on the bit error probability we wish to compute the pairwise error probability P(dLr). 

which we define as the probability that we choose an incorrect path in the trellis, namely 

b'(l) , which differs from the correct path, b<1> , in exactly d bits, when the system diversity 

order is Lr. An upper bound on the bit error probability is then [17] 

00 

H $ L f3dP(dLr) , 
d=dfree 

where d free is the free distance of the convolutional code, and !3d are defined as 

8T(D, N) I = f !3d Dd 
8N N=l d=dfree 

(4.40) 

(4.41 )  

where T(D, N) is the transfer function o f  the binary convolutional code, assuming an 

infinite length sequence. The weight coefficients !3d for a variety of optimal rate lin 

convolutional codes can be found in [29]. 

In the Viterbi decoder, the path metric for some path { b(l),i} after v nodes is shown 

in Appendix C to be given by I:�=l U�1> b�l) ,i . It is also shown in Appendix C that 

(4.42) 

where U = 2::�=1 U�1> I ( b(l) = + 1) . It follows then that conditioned on 13�> , n = 1 ,  . .  , d 

and l = 0, 1 ,  . . . Lr - 1, U is Gaussian with mean 

(4.43) 
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and variance 

Following ( 4.42) and ( 4.43), and if we define S = do E�=1 Ef,;01 {.B��> } 2 , then 

where 

and 

looo ( < U > ) 
P(dLr) = Q V Ps(S) dS o Var{U} 

Q ( < U > ) 
= 

r n, uoS) 
Jvar{U} 2,.fo 

1 t=XJ cos (E�=1 Eto1 Tnnltan-1 (:6) - ts] 
Ps(S) = ; Jo d Lr-1 ( ( t ) 2)m...d2 dt. 

IIn=1 rrl=O 1 + .x.., 

(4.44) 

(4.45) 

(4.46) 

(4.47) 

is the pdf of the decision variable in the general Nakagami fading channel. This integral 

is similar to the case of maximal ratio diversity combining and our previous results can 

be extended to the coded performance. If we assume that the fading statistics of the 

received paths remain unchanged, for the different sy mbols, i.e. TnnL = ml and Ani = AL , 
and use the results from Section 4.6, the probability of bit error of a RAKE receiver with 

Viterbi decoder is upper bounded by 

00 

Pb < L f3dP(dLr) · (4.48) 
d=dfree 

where P(dLr) is given by (4.35), if we replace La by d. Effectively, coding further 

increases the diversity order of the system. 
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4. 7 Numerical Results 

In this section, we investigate the effects of the selection of system parameters on the 

BER performance of a coherent BPSK RAKE receiver operating in a Nakagami fading 

channel with arbitrary fading parameters. We assume that L, the number of propagation 

paths that arrive at the receiver is common to all the users. Thus, the processing gain 

N is fixed and we vary the number of RAKE branches Lr and the number of users K 

that occupy the channel simultaneously. The effects of different values of L and 6 on 

the effective total multiple access interference, is given by ( 4. 18). In each case, as the 

system parameters are varied, the system performance is given in terms of the average 

received SNR per bit, defined as 'Yo = E�o. For simplicity, the values of the Nakagami 

fading parameters used in each plot is given as a vector mLr= (mo, m1o . . . , mLr-d of 

length Lr, corresponding to Lr resolved paths at the receiver. In some cases, the fading 

parameters are taken to be identical along all the resolved paths. In such cases, we simply 

present the value of the fading parameter used for all the branches, e.g. m= 0. 75 implies 

that all the Lr branches undergo identical Nakagami fading with m = 0. 75. 

Figures 4.2 and 4.3 show the difference in BER performance when arbitrary fading 

parameters are assumed for the different paths compared to the identical case. For 

illustration, we have chosen the arbitrary multipath fading parameter vectors to be m2= 

[2, 0.75] , m4= [2, 0.75, 1, 2] , and m10= (2, 0.75, 2, 1 , 0.75, 1, 2, .75, 1 , 2] for Lr = 2, 4, 

and 10, respectively. From these figures we observe that in the presence of nonidentical 
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Nakagami fading, the order of the m-values of the resolved paths has more effect on 

system performance when 6 = 0.2 than when 6 = 0. In addition, when Lr < L, better 

BER is achieved when 6 = 0.2, than when 6 = 0, because the reduced multiple access 

interference noise has more impact on system performance than the reduced signal power. 

The reverse applies when Lr = L = 10, as the sum of the signal powers of the different 

paths affects the BER more favorably than the increase of the interference noise. 

The number of users supported by the system, for a specified BER, is also an important 

design criterion and performance measure. Figure 4.4 shows the probability of error as 

a function of the number of users K when 'Yo = lOdB and Lr = L = 4, for both 

6 = 0 and 6 = 0.2. The vector m with arbitrary fading parameters is m4= [2, 0.75 , 1 ,  2] . 

We observe that the arbitrary choice of the fading parameter vector m for the multipath 

has a considerable effect on the number of users supported by the system. In addition, 

when all the paths are resolved and combined at the receiver (Lr = L), a larger capacity 

is achieved when 6 = 0 than for 6 = 0.2 for a given value of BER. However, when 

Lr < L the previous observation may be reversed. Figure 4.5 shows that when L = 10 

and Lr = 4, a channel with constant MIP ( 6 = 0) has less capacity than a channel with 

6 = 0.2, for the same BER value. 

In Fig. 4.6 we present three cases in which Lr = L, namely L = 2, 4 and 10, and 

6 = 0. In each case the arbitrary vectors of Nakagami fading parameters are chosen such 

that their average value is 1 .  It is observed that the performance of the system with the 
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arbitrary fading parameters is not the same as that with the identical (mean value) fading 

parameters. Finally, in Fig. 4. 7 we present the BER performance improvement of a dual 

antenna diversity system with RAKE receiver compared to the case of a single antenna 

with RAKE receiver. 
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Figure 4.2. BER vs average SNR per bit with parameters N=127, K=25, L=lO, 

8=0.2, and (a) m=0.75, (b) m=1,  (c) m2=[2, 0.75], m4=[2, 0.75, 1 ,  2], m10=[2, 0.75, 2, 

1 ,  o.75, 1 ,  2, 0.75, 1 ,  2], (d) m=2. 
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Figure 4.3. BER vs average SNR per bit with parameters N=127, K=25, L=IO, 8=0, 
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'Yo=lOdB, and (a) m=0.75, (b) m=l ,  (c) m=[2, 0.75, 1 ,  2], (d) m=2. 

48 



.... 

g w 
ffi 1 0-3 

- - - - 0=0.2 

o=O 

1 o-s 

�---�---L---....__---L..._--..�L-...-_�----L..--....__---l 

1 0 20 30 40 50 60 70 80 90 
Number of users, K 

Figure 4.5. BER vs number of users K with parameters N=l27, L=lO, 'Yo=lOdB, and 

(a) m=0.75, (b) m=l ,  (c) m=[2, 0.75, 1 ,  2], (d) m=2. 
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Figure 4.6. BER vs average SNR per bit with parameters N=l 27, K=25, Lr= L, 6=0 , 

and (a) m=l, (b) m=[l .5, 0.5], (c) m=[ l .25, 0.75, 0.5, 1 .5], (d) m=[1 .25, 0.75, 0.75, 

1 .25, 1 .5, 0.5, 0.75, 0.5, 2, 0.75]. 
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Figure 4.7. BER vs number of users K with parameters N=l27, L=lO, Lr=4, 
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4.8 Conclusions 

In this chapter we have considered the effect of different real fading parameters m as 

well as nonequal mean powers along the diversity branches in the performance analysis 

of a coherent BPSK RAKE receiver. The dynamics of the mobile channel are such that 

the assumption of equal or integer fading parameters along the multipath combined by a 

RAKE receiver may not always be valid. A new pdf was derived to give the statistics 

of the output decision variable of a coherent system in the generalized Nakagami fading 

environment. The multiple access and self noise interferences were modeled as additional 

Gaussian noise. Under this assumption the performance of the coherent system was 

derived. When different fading parameters are assigned to the channel multipath the 

BER is affected considerably. The results indicate that in the presence of multipath 

fading, the effect of nonidentical Nakagami fading cannot be ignored in the performance 

analysis of a DS-CDMA system. In [2], as many as 15-20 nonequal strength Nakagami 

faded paths were approximated with four equal independent Nakagami distributed paths. 

For the arbitrary Nakagami fading parameters we have considered in the presence of 

diversity, we cannot equate any of these with a number of paths with identical fading 

parameters. 
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Chapter 5 

Noncoherent DS-CDMA Systems 

S.l Introduction 

The performances of noncoherent RAKE receivers in a Nakagami fading environment 

have been studied by several researchers. For example, the bit error rate of a DPSK 

RAKE receiver in a multipath Nakagami channel is presented in [2], while the COMA 

performance of binary orthogonal signaling is studied in [16]. In both studies independent 

and identically distributed fading is assumed to be present on the diversity branches. 

Furthermore, Eng and Milstein [15] consider a Nakagami fading channel with equal 

m-parameters on each path and an exponential multipath intensity profile, but system 

performance is obtained based on an approximation for the pdf of the decision variable. 

Specifically, the pdf of the sum of nonidentical gamma variables is approximated with 

another gamma variate. This approximation is exact when the mean powers are equal 

and reasonable only when the mean powers are close to each other. To the best of our 

knowledge, the evaluation of the exact BER performance of noncoherent binary OS­

COMA systems in a Nakagami fading multipath channel has so far been limited to iid 

fading on the diversity branches. However, nonidentical fading in the different paths 
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is a reasonable assumption for an actual mobile link, due to the random nature of the 

propagation channel [2], [10]. 

In this chapter we derive the exact BER of equal gain combining DPSK, FSK, and 

square-law detected orthogonal signaling COMA systems, operating in a generalized 

Nakagami fading multipath environment. Similar to the coherent case, the results of our 

derivations are sufficiently general to allow for different amount of fading as well as 

unequal mean powers in the received multipath components. 

5.2 DPSK RAKE Receiver 

The demodulation of DPSK is simplified by delaying the received signal by the symbol 

interval T and using this delayed signal to multiply the received signal. If the channel 

fading is assumed to be slow enough to be constant for at least two consecutive signaling 

intervals, then the channel estimates are simply the normalized signal-plus-noise at the 

output of the matched filters (MF's) in the previous signaling interval. The DPSK RAKE 

receiver structure is shown in Fig. 5 .1 .  The tap spacing of the receiver is 2Tc (instead of 

Tc as for a coherent receiver) because as it is shown in [14], the matched filter response 

to adjacent paths are correlated and are uncorrelated for nonadjacent paths. 

Assume that the first user is considered and that acquisition has been accomplished 

with the initial path of the reference signal. The decision variable in the case of equal 
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gain combining DPSK RAKE receiver with Lr resolvable paths (with Lr $ L/2), is [17] 

Lr-1 
Un = L Re [( v'2PT.B!1)b�1) + Nn,i) ( v'2PT.B!1)b�121 + Ncn-l),i) *] (5.1) 

i=O 

where b�1) is the information bit to be detected, b�121 is the preceding bit, and Nn,i and 

Ncn-l),i are the associated complex-valued noise samples at the ith MF output due to the 

K interfering users and AWGN. Based on the assumption of random spreading sequences, 

Nn,i and Ncn-l),i are usually modeled as independent Gaussian random processes, with 

zero mean and identical variances given by [15] 

(5.2) 

r(t) 

M.F. 2Tc 1- - - - --+  2Tc -

SUMMER 

l_)(_. Decision --.. 

nT +2{4-l)Tc 110 

Figure 5.1. Binary DPSK RAKE receiver 
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The independence assumption of the noise components Nn,i and N(n-1),i is verified by 

simulation in [20], where it is also shown that cov [Nn,i• Ntn-1),i] is negligible compared 

with ut,. so that the last term of the product in (5. 1) can be neglected. It is also shown 

in [14] that the pair ( Nn,i. N(n-1),i) is independent of the pair (Nn,i• N(n-1)J) for i =I j. 

From this point on we set £(k) = L for all users and nfk> = n1, assuming that all 

the users have the same MIP. As in the coherent case, the multipath fading channel is 

characterized by the general exponential MIP distribution [13], 

n n -16 1 = o e , (5.3) 

where no is the average signal strength corresponding to the first incoming path and b is 

the rate of path strength decay ( b = 0 corresponds to constant MIP). Thus the variance 

in (5.2) becomes 

(5.4) 

where q(L, b) = Ef;;r/ e-16 = 11--_:e-_�6 • Furthermore, if we assume statistical independence 

of the noise processes in the different branches of the RAKE receiver, then the total 

variance of the output statistic for the nth demodulated bit, Um conditioned on the 

multipath amplitudes {.8!1> }, i = 0, 1 ,  . .  , Lr - 1 , is given by 

where E = PT is the received signal energy per bit. From (5. 1), the mean of the output 
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of the combining receiver is given by 

Lr-1 2 
< Un >= 2ET L {.8}1) } . 

i=O 

The output SNR can then be written as 

where 

_ { 2Kq(L, 6) �}-1 uo - 3N + Eno 

represents the effective energy-per-bit-to total noise spectral density ratio. 

5.3 Probability of Error 

(5.6) 

(5.7) 

(5.8) 

With Un modeled in (5. 1 ), the conditional probability of error for the RAKE receiver for 

binary DPSK is given for an Lrth order diversity system, by [17] 

where 'Yb is given by (5.7) and 

1 Lr-1-i (2Lr - 1) 
Ci = -=j 2: . . 

t. j=O J 

(5.9) 

(5. 10) 

The average probability of error is then obtained by averaging (5.9) over the fad-

ing channel statistics given by p('Yb). For the Nakagami fading channel with identical 
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fading parameters along the diversity branches (i.e., mo = m1 = . . . = mLr-l = m) 

and exponential MIP, Eng and Milstein [15] obtained the result by using the following 

approximation for the pdf of 'Yb : 

(5. 1 1 ) 

where Jl = m9Jf£:. 2Jj)2 and n = Uo q ( Lr, 28) . The approximation in (5. 1 1 )  is exact for 

8 = 0. However, for the generalized Nakagami fading channel with arbitrary real fading 

parameters m1 along the multipath and arbitrary 8, the exact pdf of 'Yb is given in (4.34), 

and is reproduced here for completeness 

cos [LE1 
m1 tan-1 (; ) - t'Ybl 1 looo l-0 I 

P('Yb) = -
-

dt 
1r 0 �tr ( 1 + (;J 2) 

m!/2 (5. 12) 

with >..1 = ��:a'. For illustration, Fig. 5 .2 plots the approximate and exact pdf's in (5. 1 1 ) 

and (5. 12), respectively, for a four branch diversity system with m1 = 1 ,  l = 1 ,  . . , 4 

and 8 = 0, 0.1, 0.3, and 0.5. From this figure, it is observed that the approximation is 

reasonable for 8 � 0. 1 and considerably different from the exact pdf for 8 > 0.1 . Hence, 

the approximate pdf in ( 5 . 11)  may not be accurate enough for all practical cases of system 

parameters. Therefore, using (5. 12) we have 
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0.5 6=0.5 - - - - Approximation --
Exact 

0 . 1  

2 4 1 0 

Figure 5 .2. Exact and approximate p('-yb) folLr = 4, and Nakagami fading parameter 

vector m4= [1 , 1 , 1 , 1]. 

If we define 

Lr-1 ( t ) A(t) = L m1 tan-1 I" 
l=O l 

and use the trigonometric identity 

cos(A - B) = cos A cosB + sinAsin B 
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in (5. 13), upon changing the order of integration, we have 

-
PI = 

The inner integrals with respect to 'Yb may be evaluated by using the following relations 

[45], 

rXJ xv-le-q:r cos (px) dx = I'(v) 
!! cos (v tan-1 E) ' [Re v >  0, Re q > limp!] lo (p2 + q2) 2 q 

(5. 17) 

and 

f'XJ xv-le-qx sin (px) dx = I'(v) 
!! sin (v tan-1 E) , [Re v >  -1, Re q > IImpl] . lo (p2 + q2) 2 q 

(5. 1 8) 

Using (5. 1 7) and (5. 18), the double integration in (5. 16) reduces to the single integral, 

-PI = 

where 

1 Lr-1 100 1 -- "' c' (5. 19) 71"22Lr-1 � i 0 i±.! Lr-1 ( 
( ) 2

)ml/2 
t=O (1 + t2 ) 2 II 1 + .!.. 

1=0 AI 

· {cos [A(t)] cos [ (i + 1) tan-1 (t)] + sin [A(t)] sin [(i + 1) tan-1 (t)] } dt 
' Lr-1-i (2Lr - 1) ci = L · · 

j=O J 
(5 .20) 

As a note, the error probability, at fixed signal-to-noise ratio 'Yb, for squared envelope 

detection of orthogonal BFSK is given by (5.9), if we replace 'Yb with �·  Following 
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similar analysis as above, the average probability of error for binary noncoherent FSK 

modulation is given by 

1 Lr-1 ' 00 1 
.-22£,. r:. c, 1. ill L,.-1 ( ( tr"2 t=O (1 + 4t2) 2 IT 1 + .!. 

l=O �� 

(5.2 1)  

· {cos [A(t)] cos [(i + 1) tan-1 (2t)] + sin [A(t)] sin [(i + 1 ) tan-1 (2t)] } dt. 

5.4 Orthogonal Spreading Sequences 

For diversity reception, orthogonal signals are known to perform best when noncoherent 

square-law combining is employed, regardless of the channel fading statistics. A subop-

timal but simple noncoherent diversity receiver structure was analyzed by Charash [19] 

and its CDMA perfonnance was studied by Xiang [16] .  A block diagram of this receiver 

for binary orthogonal signaling is depicted in Fig. 5.3. Each user employs two orthog-

onal PN codes to modulate the ones and zeros of the information signal. The combined 

square-law detected outputs ofthe two MF's are sampled at times tn = nT+2(Lr - 1 )Tc, 

where n is an integer index, and the largest of the two values is taken to represent the 

transmitted bit. The variance of the interference noise of the MF's output samples is 

shown in [16] to be equal to (5.9). The conditional probability of error of this receiver 

in AWGN is derived in [19], 

e-1'1> Lr-l r(Lr + i) ( . 'Yb) P3('Yb) = 2Lrr(Lr) � 2ir(i + 1) lFl Lr + �; Lr; 2 (5.22) 
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I SUMMER I 

r(t) 
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--+ nT +2(L r· l )Tc Choose -E] Largest -+ 

I SUMMER l 

Envelope 
� M.F. 4 Detector :_.. ( )2 2Tc - _ _ _  ......, 2Tc 1-

Figure 5.3 .  Equal gain combining of orthogonal signaling with square law detection 

where 1 F1 is the confluent hypergeometric function defined by 

r(b) 00 r(a + k) xk 
1FI (a; b; x) = r(a) � r(b + k) k! "  

It is shown in Appendix D that P3('"Yb) can be also expressed as 

(5.23) 

(5 .24) 

Averaging P3 ('yb) over the pdf of the decision variable due to fading, given in (5. 12), and 
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changing the order of integration, we have 

p3 = 1 Lr-1 i r(Lr + i) (i) co 1 ; � � 2L.-+<r(; + I)r(L, + i) i f. ff (r 
+ 
(t)'f'

'' 

{cos [A(t)] (IO' e-'f ( � )i cos(t"Yb) d')'b ) 

+sin [A{t)] (IO' e-� ( � )i cos(t"Yb) d')'b) } dt . 

Using ( 5 . 1  7) and (5 . 18) for the inner integrals, ( 5.25) becomes 

P3 = 1 Lr-1 i 1 (Lr + i - 1) 
1r2Lr � ?:  2i+j £ + J' - 1 1=0 1=0 r 

(5.25) 

(5 .26) 

• [00 {cos [A(t)] cos [(j + 1) tan-1 {2t)] + sin [A(t)] sin [(j + 1) tan-1 {2t)] } dt 
Jo ( ) .i±.! Lr-1 ( ( ) 2)mt/2 t2 + l  2 II 1 + J... 4 l=O �� 

where A(t) is defined in (5. 14). In general, the integrals in (5. 19), (5.21), and (5.26) can 

be easily computed numerically. We have used the quadS numerical integration function 

in the MATLAB software package to evaluate the BER performance for the generalized 

multipath Nakagami fading channel. 

5.5 Nondiversity Receiver 

In the case of Lr=l (no diversity), (5. 17), (5. 1 8) and (5.26) can be written in a unified 

form as 

(5.27) 

where 
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a = { 
1 2 

1 Antipodal Signaling 

BFSK and Orthogonal Signaling 

and .X = .!!!. . In order to obtain (5.27) we used the identities 
0'0 

and 

sin (tan-1 (�)) = 
.,Ja2� b2 

(5.28) 

(5.29) 

Making the change of variable x = tan-1 (1-) in (5.27) we have (after some algebra) 

- .-\a /of cos (mx) cosm x d .-\2 /of sinx sin(mx) cosCm-1l xd Pe= - . 2 X + - . 2 X 
21r o a2 cos2 x + .-\2 Sill x 21r o a2 cos2 x + .-\2 Sill x 

Next, using the trigonometric identity 

sinxsin(mx) = cos((m - 1)x] - cos x cos(mx) 

in the second integral, (5.30) becomes 

(5.30) 

(5.3 1 )  

_ .-\a [f cos (mx) cosm x dx + )..2 [ [f cos[(m - 1) x] cosCm-1) x dx Pe 21r lo a2 cos2 x + )..2 sin2 x 21r lo a2 cos2 x + .-\2 sin2 x 

- dx !of cos(mx) cos<m-1) x l 
o a2 cos2 x + .-\2 sin2 x · 

Finally, using the following relation [ 45] 

[f cos (px) cosP xdx 1r ryp-1 
lo c-2 cos2 x + ry2 sin2 x = 2ry (TJ + c-)P 
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[p > -1, c- > 0, ry > O] , (5.33) 



the integrals in (5.32) may be evaluated, and upon simplification, we have 

P.= -
- 1 ( m )m 
e 2 aero + m · 

This is a well known result for nondiversity binary noncoherent receivers in a Nak-

agami fading channel [33]. 

5.6 Numerical Results 

In this section, we investigate the effects of the selection of system parameters on the 

BER performance ofnoncoherent binary RAKE receivers operating in a Nakagami fading 

channel with arbitrary fading parameters. We select N = 511 to be the processing gain of 

the DS-CDMA system, in all plots. We assume that the number of propagation paths that 

arrive at the receiver L is common to all the users. The effects of different values of L 

and 8 on the effective total multiple access interference is given by (5.8). At the receiver, 

Lr is the number of paths that are resolved and utilized by the RAKE. When all paths are 

resolved we have Lr = L/2. The values of the Nakagami fading parameters used in each 

plot is given as a vector mLr= [mo, mh .. . , mLr-I] of length Lr, corresponding to the Lr 

resolved paths at the receiver. For simplicity, the case of identical fading parameters is 

denoted as mLr= m. We also choose the arbitrary multipath fading parameter vectors so 

that their mean values equal one of the constant vectors mLr= 0.75, mLr= 1 or mLr= 2. 

Figure 5.4 plots the probability of error of DPSK RAKE receiver as a function of the 
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number of interferers K. We assume an average received SNR per bit "Yo = E�o = lOd.B, 

constant MIP (6 = 0) and Lr = L/2 = 4. The figure shows the difference in BER per­

formance when arbitrary fading parameters are assumed for the different resolved paths 

compared to the identical (mean value) case. For the case of constant MIP, we find 

that the BER with random mLr vector is slightly worse than the corresponding con­

stant fading vector. The amount of difference between the two cases is found to depend 

on the standard deviation of the m values in the random vector. Similar behavior is 

exhibited in Fig. 5.5 for orthogonal signaling modulation with equal gain combining. 
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Figure 5 .4. BER for DPSK vs number of users K with parameters N =51 1 ,  S N R= 10  

dB, Lr=L/2=4, 8=0 and (a) m4=0.75, m4=[0.5, 0.5, 1 ,  1 ] ,  (b) m4=1, m4=[0.5, 0.75, 1 .25, 

1 .5], (c) m4=2, m4=[1, 1 .5, 2.5, 3]. 
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Figure 5.5 .  BER for square law detected ortogonal signaling vs K with parameters 

N=51 1, SNR=10 dB, Lr=L/2=4, 8=0 and (a) m4=0.75, m4=[0.5, 0.5, 1, 1 ], (b) m4=l , 

m4=[0.S, 0.75, 1 .25, 1 .5], (c) m4=2, m4=[I ,  1 .5, 2.5, 3]. 
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Figure 5.6 shows the performance of the DPSK RAKE receiver for a channel with 

exponential MIP, i.e. 8 = 0.1 and 8 = 0.5. We observe that when all received paths 

are resolved, the BER increases considerably as 8 increases because the reduced signal 

power in the multipath has more impact on system performance than the reduced multiple 

access interference. The BER is also influenced by the fading parameters m assigned to 

the paths. The diversity gain offered by the RAKE when the paths with high average 

strength suffer from large amount of fading (m = 0.5 and m = 0.75) is found to be less 

than the one obtained by the equivalent mean constant m Lr vector (curves (a) and (b) 

compared to (d) ) . The amount of difference is larger for higher values of 8. However, 

if the strong paths undergo less amount of fading than the mean value of the constant 

vector, the BER performance of the RAKE is improved when 8 = 0.5 and is unchanged 

for 8 = 0.1 (curves (c) compared to (d)) .  Similar results are obtained for the orthogonal 

receiver in Fig. 5.7, although its performance is worse than that of the DPSK receiver. 

Finally, in Fig. 5.8 we examine the BER performance of both schemes for diversity 

orders 2, 4 and 6. We observe that there is a minimum number of users after which 

an increase in the diversity order will result in a negative diversity gain. This is due 

to the increase in the multiple access interference noise in the system and the fact that 

the noncoherent modulation formats use equal gain combining, which is not an optimal 

combining technique. Therefore, noncoherent combining loss is exhibited in Fig. 5 .8 for 
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both modulation schemes. 

� 
� 
0 1 0"2 
E: 
w 
-
i:D 

1 0-3 

8=0. 1  

a b d c 

1 0��0---2�0--�30----4�0--�
50----6�0---7�0----8�0---9�0---­

Number of users, K 

Figure 5.6. BER for DPSK vs number of users K with parameters N=51 1 ,  SNR=IO 

dB, Lr=L/2=4, 8=0.1  and 0.5 (a) m4=[0.5, 0.75, 1 .25, 1 .5], (b) m4=[0.75, 1 .25, 1 .5, 0.5], 

(c) m4=[1 .5, 1 .25, 0.75, 0.5], (d) m4=l .  
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Figure 5 .  7. BER for square law detected orthogonal signaling vs K with parame-

ters N=5 1 1 , SNR=IO dB, Lr=L/2=4, 8=0.1 and 0.5 (a) m4=[0.5, 0.75, 1 .25, 1 .5], {b) 

m4=[0.75, 1 .25, 1 .5, 0.5], (c) m4=[1 .5, 1 .25, 0.75, 0.5], (d) m4=l .  
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72 



5. 7 Conclusions 

In this chapter we have considered the effect of different real fading parameters as well 

as unequal mean powers along the diversity branches on the performance analysis of 

noncoherent binary RAKE receivers operating in a Nakagami fading multipath channel. 

The dynamics of the mobile channel are such that the assumption of equal or integer 

fading parameters along the multipath combined by a RAKE receiver may not always 

be valid. The multiple access interference was modeled as additional Gaussian noise. 

With this assumption the performances of DPSK and orthogonal signaling systems were 

derived. For the number of resolvable paths considered, when different Nakagami fading 

parameters are assigned to the channel multipath, the BER is found to be inferior to a 

constant mLr vector with all parameters equal to the mean value of the random vector. 

Furthermore, a channel with constant MIP performed better than exponentially decaying 

MIP's when all the paths are resolved. The results show that the effect of nonidentical 

fading cannot be ignored in the performance analysis of binary DPSK and square-law 

detected orthogonal signaling DS-CDMA systems. 
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Chapter 6 

Introduction to Part II 

There are many mobile satellite systems currently being proposed/designed, some of 

which employ COMA. Of those that are envisioning using CDMA, most are low earth 

orbiting satellite (LEOS) systems. In the next chapter we examine the problem of code 

acquisition in a mobile satellite channel with large Doppler offset, using digital IF pro­

cessing. A PN spread BPSK signal is employed, and the receiver exploits IF subsampling 

and a single AID converter at the receiver front end. 

Modem AID converters are fast enough to directly sample signals at intermediate 

frequencies (IF) where the carrier frequency is greater than the signal bandwidth. Sub­

sampling is the process of sampling a bandpass waveform at a rate Is that meets Nyquist's 

criterion for the signal's bandwidth but not for its absolute frequency, as long as the cen­

ter frequency lo is properly related to Is· There are certain advantages of subsampling. 

First, it increases the allowable time for the AID converter. Second, it performs part of 

the downconversion task. Because of this, the second (final) IF stage can be eliminated, 

which relaxes the requirements on RF filtering and mixer LOs. Expensive analog filters 

or mixers can be removed. IF sampling at the receiver front end also eliminates DC 

offsets and 1/f noise [ 46] . This way economies in hardware as well as performance 
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improvements can be achieved. 

Subsampling shifts most of the performance burden of the digitizer to the sample-and­

hold (S&H) circuit. T his is because the AID is operating at a rate consistent with the 

bandwidth of the band of interest while the S&H must operate with a bandwidth consistent 

with the IF location of the band of interest. T herefore, the S&H must have a wide input 

bandwidth. Another important consideration for subsampling is the relationship between 

the S&H clock and the AID clock. T hus, even though the time interval between samples 

is relatively long, the AID must capture the sample immediately after the S&H samples 

the input signal. If clock relationships cannot be guaranteed, a secondary long term hold 

circuit can be included in the S&H to prevent signal droop before the AID captures the 

signal. 

Once the IF signal has been digitized, additional signal processing can be performed, 

i.e. frequency tuning, real-to-complex signal conversion, matched filtering, and phase and 

frequency tracking of the carrier. The first operation of a DSSS receiver is to synchronize 

its locally generated code sequence to the received sequence of the desired user. This 

operation is traditionally split into the acquisition and the tracking process. 

Strictly speaking, determining the exact code delay time is an estimation problem. 

However, to reduce the problem to a finite dimensionality, we only test the hypothesis 

that a particular chip is the first in the sequence by sampling the matched filter once, 

or at most a few times, per chip. So, in the acquisition mode the receiver attempts to 
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establish a coarse alignment between the two sequences that will be adequate for a phase­

locked loop based circuit to adaptively maintain synchronization. Usually the acquisition 

process takes place before any phase measurement or tracking is attempted. Hence, the 

hypothesis testing device must be noncoherent, effectively measuring energy as shown 

in Fig. 6. 1 .  Even so, if the frequency error is greater than the inverse of the testing time 

of each hypothesis, it will be shown that the energy measurement is seriously degraded. 

In this case more processing deriving the hypothesis testing is necessary before making 

a decision. 

Most of the literature on code acquisition assumes zero frequency offset from the IF 

and only phase abiguity, when employing noncoherent testing [50]-[ 52]. This assumption 

may apply to the cellular case where the Doppler period is usually large compared to 

the correlation interval. However, LEO systems suffer from large Doppler offset of up 

to ±60 KHz at L-band and variable Doppler rate that depends on the satellite location. 

This high Doppler offset introduces phase shifts within the linear correlation interval, 

that results in "decorrelation" [55]. In this case special care is needed to assure that 

synchronization will be accomplished. 
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Figure 6.1 .  PN matched filter acquisition with noncoherent detection 

(a) I-Q matched filter (b) Matched filter correlator of (a). 
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In addition to the code acquisition problem in a LEO channel, OS-COMA performance 

is also affected by the peculiarity of the channel. Shadowing or obstruction of LOS, 

which are common propagation phenomena in any mobile environment, affect COMA 

capacity of mobile satellite systems more than terrestrial systems. The proposed COMA 

LEOS systems operate in a ''bent pipe" mode, in the sense that the satellite is used as a 

transponder that frequency translates the radio links. That is a signal that originates from 

a mobile goes to the satellite, and then down to the gateway on the ground. In this case, 

long roundtrip delays, on the order of tens of milliseconds [44], make closed loop power 

control ineffective. Therefore, only open loop power control can be used, which partly 

compensates for signal power loss due to shadowing and/or Rayleigh fading (absence of 

LOS). 

In order to achieve a larger capacity, diversity can be employed. Since the mobile 

satellite channel is considered to be impaired by flat fading, explicit (e.g. space) diversity 

can be used. For instance, the mobile will transmit to a number of satellites simultane­

ously, and the satellites will then transmit the waveforms to a fixed earth station, where 

they will be combined, to provide diversity gain. 
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6.1 Overview of Part IT 

In Chapter 7 a hardware real-time LEO acquisition system was simulated and tested in 

the laboratory. The chapter is organized as follows. Sections 7.2 and 7.3 describe the 

experimental setup and in section 7.4 a technique known as digital coherent detection 

(DCO) is derived, that allows recovery of the I and Q components of the received 

signal by undersampling the modulated IF signal. A parallel noncoherent PN acquisition 

system with two different phase selection schemes is described in Sections 7.5 and 7.6. 

Experimental results of the PN acquisition performance of this hybrid hardware/software 

system are presented in Section 7. 7, while some concluding remarks are given in Section 

7.8. 

Chapter 8 is organized as follows. In Section 8.2 the general LEO channel model 

is presented and statistically described. Section 8.3 analyzes coherent and differentially 

coherent demodulation formats in asynchronous OS-COMA systems operating in the mo­

bile satellite environment. The output statistic variable of a diversity combining receiver 

in the assumed channel model is derived in Section 8.4. This is then utilized in Section 

8.5 to obtain the BER performance of the two modulation schemes. Numerical results 

are presented in Section 8.6, while some concluding remarks are given in Section 8 .7. 
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Chapter 7 

Code acquisition in simulated LEO channel 

7.1 Introduction 

Modern receivers employ IF sampling and ND conversion at the receiver front end 

[47]. After the ND converter, PN code synchronization, carrier synchronization, and 

bit synchronization can be implemented digitally with the use of an application-specific 

signal processing circuit. In this chapter an experimental testbed was constructed to 

compute the PN code acquisition time of a digital IF receiver in a channel impaired by 

Doppler shift and AWGN. 

Code acquisition denotes the coarse alignment of the locally generated PN code with 

the received signal and is the first operation of a DS correlation receiver. The acquisition 

performance of a DS system without Doppler offset is studied in [ 49]-[53], among others, 

while the effects of Doppler and data modulation are studied in [54], [55]. Doppler offset 

can introduce inphase (I) and quadrature (Q) phase rotations within the linear "coherent" 

correlation interval that causes decorrelation between the locally generated PN sequence 

and the PN sequence in the incoming data [55]. Since a satellite-mobile communication 

link may start at any time while the satellite is in view, the acquisition performance has 
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to be as little dependent on the initial Doppler offset as possible. 

In our acquisition process a set of candidate carriers are employed to reduce the 

maximum amount of frequency uncertainty, prior to correlation. Doppler compensation 

can be performed with cosine and sine multiplications as digital mixers. Offset carrier 

spacing is an important design parameter and it depends on the frequency uncertainty 

range and the correlation interval. To further combat the decorrelation effects of Doppler 

spreading, the original linear correlation interval is partitioned into subintervals and the 

integration results in these subintervals are combined to give the test statistic for the 

code phase that is tested [55]. For this system the acquisition times of the maximum 

(MAX) and the threshold crossing (TC) phase selection criterions [50], [5 1 ]  are evaluated 

experimentally and compared. 

7.2 System description 

The received signal at the input to the matched filter is given by 

r(t) = Vfftc(t - 1) b(t - 1) cos(w0t + B) + n(t) (7. 1 )  

where c( t) is the code sequence and may be expressed as 

CXI 

c(t) = L Cj Pc(t - jTc) , C; E { -1 , 1} , Cj = Cj+iL (7.2) 
j=-CXI 
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with i being an integer, and b( t) is the data waveform which can be expressed as 

00 

b(t) = L b; Pb(t - jT) , b; E { -1 ,  1} . i=-oo (7.3) 

In (7 . 1) P is the received power, n( t) is a white Gaussian process representing interference 

and noise at the synchronizer's input, w0 and () are the carrier frequency and phase, and 

; is the propagation delay. In (7.2) and (7.3) above, Tc is the chip duration, T is the 

symbol bit duration and Pc( t) and Pb( t) are rectangular shaping pulses of unit height and 

duration Tc and T, respectively. Therefore, c(t) is a rectangular waveform consisting of 

a periodic repetition of a code waveform which has duration of T seconds and is made 

up of L rectangular chips, each with duration Tc = T / L seconds. For acquisition of 

synchronism, the data waveform is nonnally chosen to have a constant positive value, 

i.e. b; =+1, 'Vj. 

7.3 Laboratory setup 

The laboratory experimental system is shown in Figure 7 . 1 .  The I-Q baseband signals 

representing the desired transmission scenario are developed in software and then loaded 

through an IEEE-488 bus to an arbitrary waveform generator (AWG) that runs in a 

continuous mode. In this way, different digital modulation formats, i.e. QPSK. MSK, 

with desired filtering, that can be generated at baseband, can run in real time. For the 

particular program we created a binary PN sequence with 127 chip period and set the 
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chip rate to l Mchip/s. The carrier frequency is set to the desired IF frequency of 70 

MHz. Doppler offset is introduced by setting the carrier frequency to 70MHz ± Doppler 

offset. 

SUN SPARC 
SPW 

Baseband Signal 

Waveform 
Generator 

1 MHz Chip Rate 

I Q 

Vector 
Generator 

with Doppler offset 

70 MHz ± Doppler 

Bandpasss 
Noisy � Filter 

Channel Fo=70MHz 
BW=2.0MHz 

Figure 7. 1 .  Laboratory setup. 
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This signal is then passed through a wideband Gaussian noise generator used to sim-

ulate the noisy communications channel. A 2 MHz bandpass filter centered at 70 MHz 

is used to simulate the front end of the receiver. The modulated signal at a given input 

IF signal-to-noise ratio is subsampled by a 12 bit monolithic AID converter running at 8 

MHz. The samples are stored in a high speed 1 6GByte RAID disk array. Stored samples 

83 



are then transferred to the SUN SPARC workstation for further processing. 

7.4 Sampling strategy 

Conventional digital signal processing in radar and communication systems use inphase 

and quadrature components obtained by two IF-to-baseband converters operated with 

quadrature LO signals. Each of these components occupies only one-half of the bandwidth 

of the original signal and can be sampled at one-half the sampling rate required for the 

original signal. Therefore, quadrature sampling reduces the required sampling rate by a 

factor of two at the expense of using two phase-locked AID converters instead of one. 

Practical problems with DC offset drift, gain changes and quadrature errors limit dynamic 

range and phase accuracy. 

The received bandpass signal r(t) can be expressed in the quadrature form 

r(t) = I(t) cos(2nJot) - Q(t) sin(27r"/ot) (7.4) 

where l(t) and Q(t) are the inphase and quadrature components, respectively. The mini­

mum requirements on the sampling rate to allow exact reconstruction are that the sampling 

rate, j8, be at least twice the bandwidth W of the information signal. To ensure that 

spectrum overlap does not occur, when sampling rates are between two times the band­

width of the bandpass signal and two times the highest frequency in the bandpass signal, 
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the sampling frequency Is must satisfy [ 48] 

4lo Is = 
2D - 1  

(7.5) 

where lo is the carrier frequency and D is restricted to integer values. This relation 

between lo and Is locates lo in the center of the band from (D - l)W to DW. 

Using direct sampling at the IF we get digitized sampled values r(tn) , where n is 

an integer index. Digital Coherent Detection (DCD) processing refers to the operation 

used to obtain the corresponding I(tn) and Q(tn) values from the samples r(tn). where 

tn = j. .  Substituting (7.5) in (7.4) we obtain: 

n even 

(7.6) 

Hence for these In and Qn values (I0,Q1,I2,Q3 • • •  ) the only computing necessary consists 

of switching the sampled value r n to the correct output port with a possible sign change. 

In addition, we need accurate phase values for Q0, I1 , Q2, I3 • • • •  This computation 

requires a digital filtering operation. The method described here and in [ 48] uses a 

modification of the sampling theory interpolation function, sometimes called a frequency-

window function. By using finite impulse response (FIR) filter weights (determined by 

the interpolation function) we estimate the value of r(tn + !lo) from the sample r(tn ) · 

If lo >> W (large D) this time shift of ! lo is equivalent to a 90° phase shift. From (7 .4) 
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and (7 .5) the estimated value � ( tn + i fo) will then equal 

1\ 1 r (tn + 4/o) R: (-It12Q(tn) n even 

R: ( -l)(n-I)/2 I(tn) n odd (7.7) 

The FIR filter shown in Fig. 7.2 computes the estimate of � ( tn + i fo) based on 

samples of r(t) . The interpolation function that we used is odd symmetric, with zeros at 

even valued displacements from its center. Hence only three multiplies are needed in an 

1 1 -sam.ple truncation. 

a 

Figure 7.2. FIR filter for I and Q interpolation. 
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7.5 PN code acquisition strategy 

The acquisition procedure has two modes of operation, the search mode and the verifi­

cation mode. The matched filter (MF) synchronization scheme [52] has been adopted in 

order to achieve fast acquisition of the phase of the code chip sequence. A passive MF 

provides a fast way of searching over the code phase uncertainty region, i.e. its dwell 

time is Tel a, where a denotes the number of samples per chip. 

The code phase uncertainty region is discretized to a collection of La cells, each of 

duration Tel A, centered upon Ti, where i = 1 , 2, . . , La. In doing so any criterion for the 

selection of the code phase is going to be suboptimal [50]. An accurate estimate f can be 

obtained by comparing the test variables from all the cells in the uncertainty region and 

selecting the maximum. This is known as the MAX criterion. When it is performed in 

a serial search manner for low complexity applications it may take time to test all cells. 

In this case a serial search with a threshold crossing (TC) criterion can be used instead. 

Using the TC criterion every correlation output is compared to a threshold in order to 

accept or reject the cell under test. A combination of the two schemes can also be used, 

i.e. the MAX!TC criterion [50]. In this case the code uncertainty region is divided into 

K sectors with J cells each (i.e. K J = La) . Inside a sector a cell is selected according 

to the MAX criterion and this cell satisfies the hypothesis for acquired synchronism only 

if it exceeds a threshold, and if not the search continues with the next sector. 

For the TC criterion the event of correct detection corresponds to the fact that the test 
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variable of the correct cell is above the threshold and all other test variables are below the 

threshold, with probability Pd,TC. while missed detection occurs when all test variables 

are below the threshold, with probability P m,Tc • For the MAX criterion, the event of 

correct detection occurs when the test variable of the correct cell is above the threshold 

and is the maximum, with probability Pd,M AX and missed detection occurs when all 

test variables are below the threshold, with probability P m,M AX .  The probability of false 

alarm P1 can be obtained as P1 = 1 - Pd - P m in both cases. The mean acquisition time 

of different acquisition systems is given as a function of the above probabilities, which 

can be obtained analytically or experimentally. 

Ideally the correlation test statistics can be obtained by performing linear correlation 

across a fixed dwell time, usually taken to be the code period LTc. However, the 

residual Doppler offset causes decorrelation between the incoming data and the local PN 

code through phase rotations. In order to reduce the maximum amount of frequency 

uncertainty, we implement the downconversion by candidate carriers prior to correlation. 

Furthermore, the correlation process is done in two parts: linear "coherent" correlations 

are performed on subsets of the PN code using I-Q baseband noncoherent MFs and a 

second "non-coherent" summation of the results of the linear correlations is performed 

to give the test statistic for the code phase that is tested [5 1 ], [55]. It is well known that 

the signal degradation due to frequency error llf, is given by [56] 

(7.8) 
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where T M is the length of the MF. To combat the effects of decorrelation, the original 

correlation time, which is equal to the code period LTc, is partitioned into N subintervals, 

and the correlation results in these subintervals are noncoherently combined for detection. 

These correlation results are now affected less by the Doppler offset since the linear 

correlation interval is T M = T / N. However, in this case crosscorrelation values for time 

shifts other than the correct one are nonzero, and therefore interchip interference will 

increase the noise power. Using the experimental setup we examine trade-otis between 

the number of subintervals N, the number of carriers needed to cover the uncertain 

carrier-frequency range and the input IF SNR. 

7.6 Parallel acquisition system 

In this section we describe the Signal Processing Worksystem (SPW) design for the PN 

acquisition system which is used to obtain the experimental results. Input to the system 

are the IF samples obtained by direct subsampling the carrier of 70 MHz, as it is explained 

in Section 7.3. In order to further recover the I and Q baseband components the DCD 

algorithm is implemented in SPW. A block diagram of the acquisition process is shown 

in Fig. 7.3. The I and Q samples are input to a parallel structure where each branch 

is compensated for a different amount of frequency offset, before loading the matched 

filters that correlate the received signal with the stored PN sequence. 
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In the case of large frequency offsets of the carrier, the linear correlation length of the 

MF can be a fraction of the code period. In this case the sum of the squares of the linear 

correlation outputs are used to obtain the test variable for the code phase that is tested, 

as it is shown in Fig. 7 .4. In our case we select three parallel branches with Doppler 

compensation of ±2fv/3 , 0, where fv is the maximum expected Doppler offset of 30 

KHz. In addition we partition the total linear correlation length of LTc = 127 J1. sec into 

four subintervals. This results in a maximum normalized frequency offset D&f • TM = 0.32 

for the experimental system. 
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Figure 7.4. 1-Q baseband noncoherent 'MFs with noncoherent combining. 

Two different code phase selection schemes can be implemented by the design depicted 

in Fig. 7.3. One is the TC criterion which produces a different code phase test statistic 

every dwell time (equal to D..Tc due to the use of 'MF), selects the maximum correlation 

value among the parallel branches (different frequency compensation) and compares it 

with a predetermined threshold value. This is indicated at the receiver by setting the sector 

size parameter value to one, (i.e. J = 1) .  On the other extreme, the MAX algorithm, 

computes and stores the correlation values of all code phases and all frequency offsets, 

and then compares the maximum value to the threshold. This is accomplished by setting 

the sector size parameter to LD. (i.e. J = Ltl. = 254) . Any other sector size is also 
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supported by the design, in order to make design trade-otis between the TC and the MAX 

criterion under different operating conditions. 

In both cases, as soon as the threshold is exceeded, the selected code phase and 

frequency offset are selected and an active correlation takes place, in order to verify (or 

reject) the particular code phase. The verification circuit requires at least two out of four 

threshold crossings, before declaring the acquisition of the code phase. The verification 

stage reduces the false alarm probability to a low value. 

The acquisition time is then measured as follows: a long file containing IF samples is 

stored in the disk array and then transferred to the Spare workstation in binary fonnat. 

With the addition of an SPW header this file is saved in the Signal Calculator of SPW, 

and is input to the receiver shown in block diagram in Fig. 7.3. When the simulation 

runs, a counter increments every time acquisition is declared. The PN sequence used 

to modulate the IF carrier is triggered so that the code phase of the input sampled data 

file is known and is always the same. This way we can always decide whether the 

acquisition hit is correct or a result of false alarm. At the end of the simulation the 

program computes the measured average acquisition time as the number of acquisition 

hits (after the verification mode) divided by the total number of code periods that was 

contained in the input signal tile. 
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7. 7 Experimental results 

The system described above was tested in order to determine the effects of IF input SNR 

and Doppler offset on the acquisition performance of a direct sequence spread spectrum 

signal. The processing gain of the system is 21  dB. Furthermore, the ND converter 

sampling rate is eight times the PN chip rate and by performing an integration every 

four samples the acquisition system operates with two samples per chip (i.e. Ll = 2). 

The search mode is followed by the verification mode, where 2 out of 4 consecutive 

correlation peaks have to exceed the threshold, in order to accept synchronism. This 

stage reduces the false alarm probability considerably. 

The input IF SNR is initially set to -15 dB. We select N = 4 that results in maximum 

LlfTM � .32 and maximum peak correlation loss of 1 .5 dB for a maximum Doppler 

offset of ±30 KHz. The input to the digital signal processing section of the receiver are 

the IF samples, obtained by the single ND at the front end of the receiver. The DCD 

algorithm is then applied to recover the I and Q samples, that are input to the noncoherent 

detector. 

Figure 7.5 shows the measured average acquisition times as a function of normalized 

carrier frequency offset AfT M for the MAX and the TC phase selection schemes. The 

system assumes an initial carrier uncertainty region of ±30 KHz and uses the three 

frequencies 0, ±20 KHz for digital downconversion prior to coherent correlation. For 

the MAX criterion, the maximum of 3LA MF outputs are obtained and the maximum 
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test variable is selected. If the value of the test variable exceeds a fixed threshold value 

the verification mode is enabled, otherwise 3LLl more correlation samples are obtained 

and the process is repeated. For the TC selection criterion the MF outputs of the three 

parallel branches are compared every dwell time LlTc, and the maximum is compared 

to the threshold. We observe that the performances of both schemes are similar for 

LlfTM < . 16, but for larger offsets the MAX criterion performs better. 
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Figure 7.6. Acquisition time vs normalized frequency offset tlfTM with -15  dB IF SNR 
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Figure 7.7. Acquisition time vs IF SNR with �JTM = 0.22. 

Figure 7. 7 shows the measured average acquisition times as a function of the input IF 

SNR with ajTM = 0.22. The performances of both schemes are similar up to -16  dB. 

The MAX criterion exhibits less acquisition time as the signal to noise ratio is further 

decreased. Furthermore, the MAX scheme gave no false alarms for a total of 1000 code 

periods tested, whereas the TC scheme, resulted in an average of two false alarms for 
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the same amount of code phase tests. 

7.8 Conclusions 

In conclusion, the acquisition perfonnance of an IF digital receiver that is designed to 

account for the Doppler shift in the received signal from a LEO/MEO satellite was 

determined. The selection of design parameters for the DS-CDMA receiver is based on 

real-time signals and signal acquisition and subsequent processing via SPW software. The 

results show that the acquisition scheme of a digital receiver that uses a set of carriers for 

downconversion and partitions the correlation time into subintervals can perfonn reliably 

in large Doppler offsets of the carrier. 

A testbench to simulate a LEO satellite channel has been built and used to enable design 

trade-offs. For the specific design selection of maximum A/TM � .32 the acquisition 

performances of the MAX and TC code phase selection schemes were measured from the 

collected data. For the experimental system acquisition can be achieved within 6msec 

(50 periods) at an input IF SNR of -15 dB. The MAX criterion was found to result in less 

acquisition time compared to the simpler TC criterion at large residual Doppler offsets 

and low IF SNR. Furthennore, no false alarms were observed when using the MAX 

scheme, while an average of two false alarms were observed when using the TC scheme, 

for a total of one thousand code periods tested. 
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Chapter 8 

Path Diversity Performance of DS-CDMA 

Mobile Satellite Channel 

8.1 Introduction 

Spread spectrum based code division multiple access has taken on a significant role in 

the proposed cellular and personal communications low earth orbiting (LEO) satellite 

communication systems. An asynchronous CDMA system is multiple access interference 

limited and its performance degrades as the number of users increases. In the land­

mobile satellite system performance is also affected by fading and AWGN. A series of 

propagation experiments carried out in [34] and [35], among others, provide accurate 

models for the fading satellite channel. However, the statistics of the received signal 

envelope largely depend on the terrain in the vicinity of the mobile and the elevation 

angle of the mobile-to-satellite line-of-sight (LOS) [36]. 

The Rician pdf is commonly used to model a clear LOS transmission path while 

the Rayleigh pdf models a blocked LOS path where the received power comes from 

random reflections around the mobile (scattered power). In rural and suburban areas, 
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where the view to the satellite is obstructed by vegetation or small buildings the received 

signal envelope statistics is found to closely follow a Rician-lognormal pdf [35], [37] 

and a Rayleigh-lognormal pdf in urban areas [10]. In the existing literature there are 

two interpretations for the Rician-lognormal pdf, with both derived to fit experimental 

satellite propagation data. In the Loo model [35], the diffused power is assumed to remain 

constant so that the direct-to-multipath ratio (Rice K factor) of the associated Rician 

distribution is a lognormal1y distributed random variable. More recently, the Rician­

lognormal distribution was modified such that the Rice factor remains constant [3 7] . 

Furthermore, some LOS environments may be modeled by multiple direct components 

with different power levels relative to the scattered power [38]. Also, in order to account 

for the users' mobility when evaluating the performance of a land-mobile satellite system, 

a time-shared combination of a 'good' fading state (clear LOS) and a 'bad' fading state 

(LOS shadowed or blocked or both) is usually used to model the communication channel 

[34]. 

As is well known, diversity combining is an effective countermeasure against multipath 

fading and shadowing. The diversity performance of a DS-CDMA based mobile-satellite 

system has been studied for coherent BPSK in [39]-[41] among others, and in [42] for 

DPSK. In section IV of [39] the analysis considered only dual-order satellite diversity 

and assumed Rayleigh fading for the combined shadowed paths. The work in [40] 

gave the performance of a maximal ratio combining (MRC) receiver in a multipath 
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mobile satellite channel that consisted of a shadowed LOS component plus Rayleigh 

distributed multipath signals. In [ 42], four diversity combining schemes were compared 

for a shadowed Rician fading channel (Loo's model) and upper bounds of the bit error 

rate were given for the MRC receiver. The same channel model was used in [ 42] to 

derive the diversity performance of noncoherent DPSK. However, the BER performance 

when power control partly compensates for the slow shadow fading experienced by a 

user was only considered in [39] for a nondiversity system. This analysis assumed an 

open loop power control error (PCE) that is uniformly distributed, while in [ 43] the PCE 

was found to closely follow a lognormal distribution. 

In this chapter we derive the uncoded performance of an L path system employing 

either binary coherent or differentially coherent BPSK modulation and operating over 

the generalized Rician-lognormal channel introduced in [37]. The analysis is sufficiently 

general to account for independent but nonidentical LOS components in the diversity 

branches. The performance degradation due to PCE is also obtained. 

8.2 Channel Model and PCE 

We consider the statistical propagation model introduced in [37] for the land-mobile 

satellite channel. The signal envelope r for each received path can be expressed as the 

product of two independent processes r = RS, where R models the short term multipath 
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fading, and S models the long term shadow fading. Assuming Rician multipath fading 

and lognonnal shadowing, the pdf of the instantaneous received signal power, r2, for 

each diversity branch is given by 

fr2 (x) = fooo fR2IS (x IS )  f(S) dS. (8. 1 )  

where fR2IS (x IS )  is the pdf of the instantaneous received signal power conditioned on 

the shadow fading S and has the non-central chi-square distribution: 

f ( IS ) = K + 1 (- (K + 1)x _ K) L (2 K(K + 1)x R21S X S2f2 exp S2f2 0 S2f2 (8.2) 

In (8.2) the Rice factor K is defined as the ratio of the average LOS power to the 

average scattered power 2u2 , and n = E [ R2] = ( K + 1 )2 u2 is the local mean power. 

With lognonnal shadowing fs (S) is given by 

S _ 1 InS - hms 
{ 

( 
)
2
} fs ( ) - Vf.ihusS exp - ../2hus ' (8.3) 

where h = (In 10) /20, hms and hus are the mean and standard deviation (in dB) of 

the associated normal variate, respectively. The parameters ms and 0'8 can be chosen 

appropriately to reflect the severity of the shadowing. We also define ( 1  - A) as the 

percentage of time when no shadowing is present, that is 0'8 -+ 0 in (8.3). The parameters 

K, ms, us and A are usually used to statistically model the mobile satellite channel [34]. 

To this end the concept of power control is introduced as a way to compensate for 

the signal power loss due to blockage and shadowing. However, due to long roundtrip 
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time delay of the satellite link the power control is capable to only partly counteract the 

slow shadowing experienced by a user. In [43] an adaptive open loop power control 

scheme is devised to reduce the mean power variation due to lognormal shadowing. The 

residual variation of the received signal power after power control is applied is defined 

as PCE and it is found to be well approximated by a lognormal process as well. The 

results in [ 43] indicate that a typical PCE process has zero mean and standard deviation 

of around 1 dB for unshadowed users and 2 to 4 dB for shadowed users, depending on 

the severity of the shadowing. With this in mind the terms shadowing and PCE can be 

used interchangeably. In the following analysis we will adopt the PCE term to implicitly 

describe the mean power variation of the received signal due to the shadow fading. 

8.3 Path Diversity Receiver Model 

Consider a system where each satellite is equipped with J + 1 spot beams and transparent 

transponders. The gateways are equipped with directional antennas, one for each satellite 

in view, and satellite tracking is performed, as it is shown in Figure 8 . 1 .  Assume that each 

spot beam has M simultaneously active users and consider a system with L-order path 

diversity. The received signal when asynchronous users are considered, is then given by 
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Gateway 

Figure 8.1 .  Path diversity receiver model. 

M L 
r(t) = n(t) + .jijj5 L L sfk) R�k) d(kl (t - 7i(k) ) c(kl (t - Tz(k) ) cos( wet + ¢fk) ) 

k=l l=l 
(J+l)M L 

+V'iP L L sfkl R�k) {3l(k) d(kl (t - Tz(k) ) c(kl (t - Tz(k)) cos(wct + <t>fk) ) (8.4) 

k=M+l l=l 

where n(t) is additive white Gaussian noise with two-sided power spectral density of 

TJo/2, 'P is the intended received power in the absence of fading and PCE, R}kl and 
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sfk) correspond to independent flat fading and PCE on the l-th channel of the k-th 

user, respectively. The term Sl(k) is lognormally distributed with zero mean and standard 

deviation in nepers of cr8 for the fraction of shadowed time A, and cru for the fraction of 

unshadowed time, (1 - A). c<k) (t) is the spreading sequence of the k-th user, generated 

at rate 1/Tc, d(k) (t) is the information binary data, generated at rate 1/T, and 7i(k) and 

¢�k) represent independent time delays and carrier phases, respectively. The processing 

gain is defined as Nc = T /Tc, and the spreading sequences for all users are assumed to 

be much longer than Nc, so that they can be modeled as random binary sequences. The 

path diversity L is assumed to be the same for all the users in the system and accounts 

for the number of satellites that are visible at any time by each user. The parameters ,e?l 
account for the effect of spot beam antenna patterns of the l-th satellite illuminating user 

k relative to the desired user. For simplicity, we assume that the spot beam discrimination 

coefficients ,efk) are the same for all satellites, ,efk) = ,B(k), l = 1, 2, . .  , L, and that ,B(j) = 1 

for the desired user. 

8.3.1 Coherent BPSK Receiver 

Assuming that acquisition has been accomplished for the l-th received path, l = 1 , 2, . .  , L, 

the decision variable of a coherent receiver, for the n-th transmitted bit of user 1 ,  is given 

by 

(1) 
(1) 1(n+l)T+Tl (1) ( ) (1) (1 ) ul (n) = T (1) 2r(t) Rl c 1 (t - rl ) cos(wct + ¢L )dt n +T1 (8.5) 
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where we assumed that the channel estimation circuit provides perfect estimates of the 

. { (1) (1) (1) } channel gam vector R1 , R2 , • • , RL . Therefore, (8.5) becomes 

where 

and 

..J215 T 8(1) {R(1) }2 d(1) l l n 

(J+l)M L 
+v'ZPR?) L L sik) mk) f3(k) Ifz1 (T) cos ¢�1 + Rfl) N(T) (8.6) 

k=2 i=1 

(8.8) 

and ¢�1 = q;p> - ¢�k) . N(t) is a zero mean Gaussian process with variance 'f/oT. In 

(8. 7) !�1 (T) defines the cross-correlation of the i-th path of the k-th user with the local 

PN code in the l-th branch of the correlation receiver. For rectangular pulses and large 

values of the processing gain Nc, I�1 (T) can be modeled as AWGN with variance equal 

to �� [24]. Furthermore, the Gaussian approximation is usually used to describe the 

noise variance of the second term in (8.6), because it is found to be accurate for large 

values of M L; a condition that is usually satisfied in practice. It then follows that the 

multiple access interference in the l-th branch is AWGN, with zero mean and variance, 

conditioned on fading envelopes sf!> Rf!l , and the desired user's data bit, d�1) ,  is given 

by 

T2 2 (J+l)M L [ 2] [ 2] 
a�i,l = 3N { R?> } L f3<kl � E { sik) } E { R�k) } (8.9) 

k=2 t=l 
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where E[·] denotes the average operation. At this point we assume independent short 

term fading, with equal local mean powers in each channel, i.e. E [ { �k) } 2] = E [ Rr] 

for k =  1 , 2, . .  , (J + l)M, and that the shadow fading statistics are perfectly correlated in 

the L diversity paths and identically distributed for all users (i.e. E [ { S(k) }2] = E [82]) . 

So, the total variance of the multiuser interference and noise in the l-th diversity branch, 

becomes 

where � = E [ R�] is the local mean signal power in the i-th channel. Thus, conditioning 

on the fading envelopes of the desired user, sf!> R�1> , and the desired user's data bit, d�1l , 
the decision variable in the l-th branch, l = 1, 2, . . , L, of the coherent correlation receiver, 

is Gaussian distributed, with mean 

(8. 1 1 ) 

and variance given by (8. 1 0). The output SNR of the MRC receiver can then be written 

as 

where 

L U(l) 2 L - '"'  < ' > - '"' {s<I>R<I> }2 'Yb - LJ 2 2 - uo LJ z z 
l=l (jl l=l 

(8. 1 2) 

{ 2 
[ 

(J+l)M l } -l 

uo = E
TJo + N.

q [C1 - A) exp (2a-;) + Aexp (2u�)] (M - 1) + L /3(k) 
b 3 c k=M+l 

(8. 1 3) 
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with q = Ef-::1 n, and Eb = 'PT denotes the normalized received signal energy per bit. 

8.3.2 DPSK Receiver 

The demodulation of DPSK is obtained by delaying the received signal by the symbol 

interval T and using the delayed signal to multiply the received signal. If the channel 

fading is slow enough to be constant for at least two consecutive signaling intervals, 

then the channel estimates are simply the normalized signal-plus-noise at the output of 

the matched filters in the previous signaling interval. The decision variable for the n-th 

transmitted bit for the 1st user in the case of equal gain combining DPSK receiver with 

L diversity branches, is given by 

L * 
zCI> (n) = L Re [( ..J215T sfl) Rf!>d�l) + M(n)) ( .Jfi5T s?> Rfi>d�l) + N,(n - 1)) ] 

l=l 
(8 .14) 

where d�1> and d�121 are the differentially encoded data bits, and M(n) and M (n - 1 )  

are the associated complex-valued noise samples at the l-th channel output due to the 

(J + 1) M - 1 interfering users and AWGN. M(n) and N1(n - 1) can be modeled 

as independent Gaussian random processes, with zero mean and identical variances, 

conditioned on the signal envelopes s?> RP> , given by 

(8 .1 5) 

The output SNR of the DPSK receiver with independent and identical noise variances in 
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the diversity branches, can then be written as 

L Z(l) 2 L 
- � < 

> -
� {s<l) R(l) }2 'Yb - � 2 

-
uo � l l l=l C7Nr l=l 

where uo is given in (8. 1 3). 

8.4 PDF of Decision Variable 

(8. 1 6) 

In the analysis that follows we consider the case of perfectly correlated shadow fading 

(the subscript l on S is dropped) and independent multipath fading with unequal Rice 

factors along the diversity branches. The assumption of identical shadowing corresponds 

to a worst case scenario when studying the diversity gain of the system and may not 

always apply in practice because the mobile "sees" the satellites at different elevation 

angles. However, it facilitates the analytical study of the system. By assuming perfectly 

correlated shadowing the SNR of the output statistic for both demodulation schemes is a 

function of the product S2P, where P = Et:1 Rl. 

The pdf of P is usually carried out by evaluating its moment generating function and 

performing the inverse Laplace transform. The moment generating function of Pl = R[, 

l = 1, 2, . . , L, is given by 

(8. 1 7) 

where Kl = 0 corresponds to the Rayleigh fading and nl denotes the local mean power 
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of the l-th path. It follows that the characteristic function of P is 

(8 . 1 8) 

The pdf of P is then obtained by taking the inverse Laplace transform of (8. 1 8). In the 

special case when f2t = n and Kt = K, for l = 1, 2, . . , L, (8. 1 8) becomes 

( K + 1 ) L [ zK Lf2 ] 
C {f(PILf2; z} = K + 1 + zf2 exp -K+ 1 + zf2 . (8. 1 9) 

The inverse Laplace of (8. 19) is known to be given by [37] 

f (P) = K + 1 [- (K + 1)P - KL] ( (K + 1)P) L2l 
I (2/LK(K + l)P) p 

n exp n K Ln L-l 
n 

(8.20) 

when K > 0 and 

pL-1 [ p] 
fp(P) = (L - 1) ! f2L exp - 0  (8.2 1) 

when K = 0 (Rayleigh fading). For arbitrary values ofn1 and K1, we may use the result 

of Gil-Pelaez [32] to obtain the inverse Laplace transform of (8. 1 8). Thus, in this general 

case, the cdf of P is given by 

(8.22) 

where lm(x) denotes the imaginary part ofx and cpp(t) = .C {j(Pj(f21 , !12 , . . , OL) i z = jt} . 

Expressing cpp(t) in polar form, we obtain the pdf of P as  d�Fp(P) [3 1 ] : 

1 100 fp(P) = - C(t) cos [D(t) - tP] dt 
1r 0 
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where 

and 

L 
C(t) = II 

l=l 

D(t) = E {tan-1 ( tnt ) + Kt (�,h) 2 } . 
t=l Kt + 1 1 + (.llli_) 

K1+l 

(8.24) 

(8.25) 

It can be shown that (8.23) reduces to (8.21) when Kt = K = 0. When Ot is fixed, 

decreasing values of K1 means that more of the power resides in the diffuse-multipath 

component. 

8.5 BER Analysis 

The BER performance of AWGN channels, conditioned on a given SNR, can be found 

in [17] for both coherent and differentially coherent binary demodulation schemes. In 

an L-order diversity system over a Rician-lognormal fading channel with constant noise 

power in each branch, the conditional BER expressions, P (e !8'2 P), are further averaged 

over the joint pdf of the MRC test statistic: 

(8.26) 

The inner integral is the average error probability of an £-channel Rician faded system 

(i.e. for a given value of 82), while the outer integral is the average in the presence of 
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lognormal power control error. The total error probability given by (8.26) depends on 

the system model parameters m8, Us or Uu and Kl for l = 1 ,  2, . . , L. In the next sections 

we derive easy to calculate semi-analytical expressions of the total error probability for 

coherent BPSK and DPSK diversity systems. Finally, in the numerical results section we 

investigate the effect of the aforementioned channel parameters on the performances of 

both systems. 

8.5.1 Coherent Demodulation 

For coherent demodulation of a BPSK signal in a AWGN channel, the probability of 

error conditioned on the instantaneous SNR can be expressed as [ 17] 

P ( e I'Yb ) = Q ( �) , (8.27) 

2 
where Q(x) = J; f:' e-=2 dx, is the complementary error function and 'Yb is given by 

(8. 12). The BER for the general case of a MR.C receiver with different Rice factors along 

the diversity paths and for a given value of PCE is given by 

P ( e 182 ) = �1r fooo fooo Q ( J2u082 P) C(t) cos [D(t) - tP] dt dP (8.28) 

where C(t) and D(t) are given by (8.24) and (8.25), respectively. By interchanging the 

order of integration, it is shown in Appendix E that the double integration in (8.28) can 

be simplified to a single integral, i.e., 
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. [ (u0S2) 112 cos n tan-1 (�)) ] } dt +smD(t) 1 - 1;4 -. 
[CuoS2)2 + t2] t (8.29) 

When PCE follows a lognormal distributio� i.e. s = ex with X being Gaussian 

distributed with the same mean and variance as the lognormal variate. Thus, by averaging 

over x we obtain the unconditional probability of bit error, namely, 

(8.30) 

The last integral can be easily evaluated if we change the variable y = xfv'2hus and use 

the Hermite integration form, to obtain 

(8.3 1 ) 

where Yi is the root of the Wth order Hermite polynomial, and wi is its corresponding 

weight factor. In obtaining the numerical results, the value of W is taken to be twenty. 

8.5.2 DPSK Demodulation 

With z<1> modeled in (8. 14), the conditional probability of error for the combining re-

ceiver for binary DPSK is given for an L-th order diversity system by [17] 

where 'Yb is given by (8. 16) and 

. 
= 

..!:_ L-1-i (2£ - 1) 
l!i ., L: . . 

'Z. i=O J 
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Conditioned on a constant value for PCE, we have 

P ( e js2 ) - fooo P (e js2P) fp (P) dP (8.34) 

- ,22�_1 �.� e�oS'P [¥: c, ( uo82 P r] �.� C( t) cos [ D(t) - tP) dt dP 

where C(t) and D(t) are given by (8.24) and (8.25), respectively. Next, using the trigono-

metric identity 

cos( a - {3) = cos a cosf3 + sina sin{3 (8.35) 

in (8.34), and upon changing the order of integration, we have 

P ( e js' ) = 1r2;L-l {. C(t) � c, ( uos') ' {cos [ D( t)) ({. e -••"' P P' cos ( tP) dP) 

+sin [D(t)] (fooo e-uos'2Ppisin (tP) dP) } dt. (8.36) 

The inner integrals with respect to P may be evaluated by using the following relations 

[45]: 

and 

foo xv-le-q:�: cos (px) dx = r(v) � cos (v tan-1 E) , (8.37) lo (p2 + q2) 2 q 

Thus, the double integration in (8.36) after some algebra reduces to the single integral, 

1 L-1 I 00 C(t) 
22£_1 182 L ci 

f 
i±! {cos [D(t)] (8.39) 7r ao i=O lo [ 1 + ( uo� t] 
2 

cos [(i + 1) tan-1 (a0�2)] + sin D(t) sin [(i + 1 )  tan-1 (a0�2) ]  } dt 
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where 

I L-l-i (2L - 1) 
ci = L · · 

i=O J 
(8.40) 

When PCE is a lognormal variable S = ef&, the unconditional average BER is again 

obtained by further averaging P ( e le2:c ) over the pdf of x, as in (8.3 1). The resulting 

average probability of error expression can be easily computed numerically as before. 

8.6 Numerical Results 

In this section, we present numerical results on the performance improvement obtained 

by utilizing multiple satellite diversity. We choose the parameter A = 0.3, which is 

a compromise between a large value (representing an urban area) and a smaller value 

(representing a suburban or rural area) and we assign uu = 1 dB and u8 = 3 dB. Also, 

we set the MAl originating from all spot beams other than the designed to illuminate the 

user of interest equal to the MAl due to the asynchronous users in the desired spot beam, 

i.e. L:��;[ f3Ck) = M - 1 [39]. We set the processing gain of the spread spectrum 

signal equal to Nc = 127 in all the graphs. Also, the average signal-to-noise ratio of 

each path is fixed at 10 dB in all the graphs. 

Figure 8.2 shows the BER performance of coherent BPSK as a function of the number 

of simultaneous users for typical values of the Rice factor and PCE and without path 

diversity. We observe the performance degradation of a shadowed user with the increase 

of the standard deviation of the power control error for Rice factors K = 0, 5, and 10. 
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We find the uncoded BER to be worse than 1 o-2 for both values of PCE when K = 0 

(Rayleigh fading). The equivalent BER curves of a DPSK scheme are shown in Fig. 8.3. 

1 o-35�-"""":"-=----:�--7:::--�-:::---�--::-'-=---�-___.=--___. 1 0 1 5  20 25 30 35 40 45 
Number of users, K 

Figure 8.2. BER of coherent BPSK versus number of users per spot beam with 

parameters SNR = 10 dB, Nc = 127, A =  0.3, CTu = 1 dB, L = 1 and a) K = 0, 

CTs = 4 dB, b) K = 0,  CTs = 2 dB, c) K = 5, CTs = 4 dB d) K = 5, CTs = 2 dB, e) 

K = 10, CT8 = 2 dB, f) K = 10, CT8 = 0 dB. 
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g w 

1 0� �--�----�--�----�--�----�--�----�--� 
5 1 0 1 5  20 25 30 35 40 45 

Number of users 

Figure 8.3. BER of DPSK versus number of users per spot beam with parameters 

SNR = 10 dB, Nc = 127, A =  0.3, Uu = 1 dB, L = 1 and a) K = 0, Us = 4 dB, b) 

K = 0, Us = 2 dB, c) K = 5, Us = 4 dB, d) K = 5, Us = 2 dB, e) K = 10, Us = 2 dB, 

f) K = 10, Us = 0 dB. 
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Figure 8.4 depicts the BER improvements obtained by employing satellite diversity. In 

this case we assume that the individual paths arrive with equal average power, as a result 

of the open loop power control in each satellite link, although different mean powers 

are also supported in our analysis. Nevertheless, different Rice factors can be assigned 

to the diversity branches to account for different short term fading along each path. In 

addition, the effect of lognormal power control error is also considered. The standard 

deviation of this process is taken to be at a nominal value of 3 dB for the shadowed 

paths. Figure 8.4 compares the BER performance with one, two and three transmission 

paths. A second order diversity system offers considerable BER improvement, over a 

single shadowed channel, especially when one path has a high Rice factor (i.e., K = 5) . 

A third order diversity system has even better BER performance, but the improvement 

is minimal when all paths are Rayleigh faded, as it is depicted in Fig. 8.4. 

Finally, Fig. 8.5 depicts the equivalent BER performances for an equal gain combining 

DPSK receiver. We observe that there is a minimum number of users after which an 

increase in the diversity order will result in a negative diversity gain. This is due to 

the increase in the multiple access interference noise in the system and the fact that 

the noncoherent modulation formats use equal gain combining, which is not an optimal 

combining technique. In the case of DPSK the increase of MAl appears to have more 

effect on the BER performance than the increase of signal power for diversity orders 
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L > 2. Therefore, noncoherent combining loss is exhibited in Fig. 8.5 . 

... 
e ... 
w 

1 0��--�----�--�--�----�--�----�--�--� 
5 1 0 1 5  20 25 30 35 40 45 

Number of users, K 

Figure 8.4. BER of coherent BPSK versus number of users per spot beam with 

parameters SNR = 10 dB, Nc = 127, A =  0.3, Uu = 1 dB ,  U8 = 3 dB, and a) L = 1 ,  

K = 0 ,  b) L = 1 ,  K = 5, c) L = 2, K = [0, 0] , d) L = 2, K = (5, 0] , e) L = 3, 

K = (0, 0, 0] ,  f) L = 3, K = [5, 0, 0] . 
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1 0-2 5�--1�0--�1 �5 --2�0---J25----3�0---3�5--�40�--4�5--� 

Number of users, K 

Figure 8.5. BER of DPSK versus number of users per spot beam with parameters 

SNR = 10 dB, Nc = 127, A =  0.3, rru = 1 dB, rrs = 3 dB, and a) L = 1 ,  K = 0, b) 

L = 1, K = 5, c) L = 2, K = [0, 0] , d) L = 2, K = [5, 0] , e) L = 3, K = [0, 0, OJ , 

f) L = 3, K = [5, 0, 0] . 
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8. 7 Conclusions 

In this chapter we have derived new semi-analytical expressions for the average bit error 

probability of a DS-CDMA land mobile satellite system that employs diversity reception. 

The performances of maximal ratio combining of coherent and differentially coherent 

BPSK were evaluated. A fairly general channel model, consisting of lognormal long term 

PCE and Rician short term fading was assumed. The MAl was approximated as AWGN. 

As expected coherent BPSK was found to be superior to DPSK. The BER performance of 

both modulations were found to be sensitive to the Rice factors of the combined paths and 

the standard deviation of the PCE. The results indicated that path diversity can provide 

improved performance in a COMA based land mobile satellite system when at least one 

of the combined paths has a good LOS component (e.g. K = 5). 
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Appendices 

Appendix A: Reduction of equation ( 4.26) to ( 4.2 1 )  

Here we prove that the pdf of the decision variable of a MRC receiver derived for the 

generalized multipath Nakagami fading channel reduces to the well known gamma pdf 

in the case of independent identical fading in the receiver branches. We define as 1 the 

sum of the squares of L Nakagami variables. It is shown in Chapter 4 that the pdf of 1 

in the general case of arbitrary ml, Al is given by 

(A. l )  

For independent and identical fading, i.e. ml = m and Al = A, l = 0 ,  1 ,  . .  , L - 1, (A. l )  

becomes 

If we define x to be 

(A.3) 
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then we have 

and 

t = >.. tan ( x) , 

( 
),2 ) '";_L 

cosmL = 
t2 + ).2 

dt = >.. sec2 x dx 

(A.4) 

(A.5) 

(A.6) 

By making the change of variable defined in (A.3) the integral in (A.2) can be written as 

p('y) l lo� 
>.. dx 

- - cosmL cos [L m x - >.. 'Y tan (x)] -2-7r O COS X 

>.. .!t - - f2 cosmL-2 cos [L m x - >.. 'Y tan (x)] dx 
1r lo 
>.. .!t - - f2 cosmL-2 cos [>.. 'Y tan (x) - L m x] dx. (A.7) 
1r lo 

The last integral is found in [ 45] to have the following closed form solution 

P('Y) - � 7r (>.. 'Y)mL-1 
(->.. ) 

1r r(mL) exp 'Y 

mL-1 
- >..mL ;(mL) exp

(->.. 'Y) 

which is the gamma pdf of the sum of L identical gamma variables. 
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Appendix B: Derivation of equation ( 4.30) 

In this section, we derive ( 4.30). Interchanging the order of integration in ( 4.29), we 

have 

- 1 fooolooo ( 1 ) 
cos [Et,.01 mltan-1 (;J - tS] 

Pe= 2 
.Jff 

r -2 , uoS m 12 
dS dt. 

1r 1r o o rrt.-o1 ( 1 + (;,) 2
) , 

Next, we use the trigonometric identity 

in (B. l )  to get 

-
Pe = 

where 

cos(A - B) = cosAcos B + sinAsinB  

L-1 t ) A(t) = L m1 tan-1 (I" , l=O l 
Using integration by parts, we have [ 45] 

(B. I )  

(B.2) 

(B.4) 

looo r (�, u0S) cos(tS)dS _ r (! � s) sin(tS) loo _ [00 sin(tS) dr (! � s) 2 ' 0 
t 0 lo t 2 ' 0 

- VUo foo sin(tS) s-112 e-uosdS t lo 
J7WOsin a tan-1 (!G)] 

t (t2 + u�)1/4 
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and 

fooo r ( � , u0S) sin( tS)dS _ -r (� u, s) cos(tS) oo t"' cos(tS) df (� a: s) 2 '  0 t 0 
+ lo t 2 ' 0 

- Vi - 0iQ foo cos(tS) s-112 e-uo5dS 
t t lo 

Vi y'mTO cos [� tan-1 (!o) J 
t t (t2 + u�) l/4 (B.6) 

Substituting (B.5) and (B.6) in (B.3) we obtain the desired average BER expression in 

(4.30). 
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Appendix C: Derivation of equation (4.41 )  

We consider the problem of decoding the signal given in (4.37) which is conditionally 

Gaussian, conditioned on its mean which follows the Nakagami distribution. Assurn-

ing perfect knowledge of the channel state the path metric corresponding to minimum 

probability of error is the one that maximizes the log-likelihood function of the path, 

as explained in [ 17]. After MR.C combining of the multipath components the decision 

statistic UA1> is given by (4.37). The conditional probability density function of U�1l , 
· b(1) d a(1) l - 0 1 L 1 · giVen n an fJni , - 1 1 • •  1 r - 1 IS 

f (U(1) jb(1) a(1)) = 1 exp [ 
n n 1 fJnl q;;:::;'i2 v �'Tr(j{ 

where ul is given in (4.38). 

n V 2 n L...l=O fJnl (U(1) _ fEy b(1) "'Lr-1 ((.1(1)) 2) 2 ] 
(C. I )  

Since the Gaussian noise is independent from symbol to symbol and assuming .B��l 
independent for different symbols and paths, the likelihood function for the ith code path 

b(1),i, for the entire observed interval of v symbols, is 

v 
f (u<I> Ib<1>,i , .sf!>) = II f (u�1> lb�l>,i , .B��l) (C.2) 

n=l 

h U(1) _ (uC1) u,C1) u<1>] d (.1(1) _ [!3(1) {3(1) (.l(l) ] If d th ·gh w ere - 1 , 2 , • • , v an fJl - 1l , 2l , •• , fJvl . we expan e n t 

side of (C.2) we can easily see that only one term is dependent on the particular path i ,  
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and thus the path metric after v nodes, is found to be 

v 

Path metric = "' u<Il b(l),i L.J n n 
n=l 

(C.3) 

Thus the path metric for the correct path after v nodes is L:�=l U�1lb�1l and for the 

incorrect, say bJ1> , is 2:�1 U�1l bJ1> . The conditional pairwise probability P ( dLr) is thus 

P ( dLr l/fl) = Pr {t, U�1lbi1l < t, U�1lbJ1l I f3!1l } 

- Pr {t, ( bi'l - b�'l) Ui'l I 13/'l } ( C.4 l 

where summations are only for the symbols that differ in d out of v positions. Without 

loss of generality we assume a transmitted path of all ones, i.e. b�1l = 1 Vn. Then in the 

d positions that the two paths differ we have bJ1> = -1 ,  and so 

P ( dLri.Bz'!l) = Pr { U < 0 I ,ez'll } (C.S) 

where U = L:!=1 U�1l I ( b(l) = + 1) . This is exactly the same as equation ( 4.41 )  which 

we used in deriving the coded performance of a RAKE receiver in the generalized Nak-

agami multipath fading channel. 
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Appendix D: Derivation of equation (5 .24) 

In this section we derive (5.24). The conditional probability of error derived in [ 19] 

for a suboptimal receiver using orthogonal spreading sequences is given in (5.2 1), 

The confluent hypergeometric function may also be written as [ 45] 

where 

and 

{ (-l)ji! 
( -i); = (i-j)� O � j � i 

j > i  

Substituting (0.3) and (0.4) in (0.2) we obtain 

� t i!r(Lr) ('Yb)i 
e 2 

i=O r (Lr + j) j! (i - j) ! 2 

_ e'f t (i) r(Lr) ('Yb)i . 
i=O j r (Lr + j) 2 

(0. 1 )  

(0.3) 

(0.4) 

(0.5) 

Finally, substituting (0.5) in (0. 1) and simplifying gives the desired result in (5.24). 

126 



Appendix E: Derivation of equation (8 .29) 

In this section, we derive (8.29). We start by defining cr.P to be the SNR of the decision 

variable, where a is assumed to be a constant and P is again the sum of the squares 

of the path amplitudes, with pdf given in (8.23) for the generalized Rician multichannel 

system. By expressing the probability of error conditioned on the instantaneous SNR as 

[33] (� /tl:D'\ r (�, aP) P(e IP) = Q v 2aP1 = 2-;:rr (E. l )  

Where Ct. =  aos'l and r(b, X) = f:O yb-le-Ydy, is the incomplete gamma function, and by 

interchanging the order of integration in (8 .28), we have 

p (e Ia )  = 27r� fooo fooo r (�, cr.P) C(t) cos [D(t) - tP] dP dt (E.2) 

Next, we use the trigonometric identity 

cos(A - B) = cos A cosB + sinAsinB 

in (E.2) to get 

P (e jcr.) - 21r�laoo C(t) {cos [D(t)] (fo00 r(�, cr.P) cos(tP) dP) 

(E.3) 

+ sin [D(t)] (fooo r(� , cr.P) sin(tP) dP) } dt. (E.4) 
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Using integration by parts, we have ( 45] 

hoo r ( � ,  aP) cos( tP) dP 

and 

fooo r (� , aP) sin(tP) dP 

- r (! aP) sin(tP) oo - roo sin(tP) dr (! aP) 2 ' t 0 lo t 2 ' 

- fo roo sin(tP)P-112e-aP dP 
t lo 

y?rosin n tan-1 (�)) 
t (t2 + o:2) 1/4 

(E.5) 

- -r (! aP) cos(tP) loo roo cos(tP) dr (! aP) 2 ' t 0 + lo t 2 '  
- Vi - fo roo cos(tP)p-1/2e-aP dP 

t t lo 
Vi y'micos (l tan-1 (�)) 
t t (t2 + a2) 1/4 (E.6) 

Substituting (E.5) and (E.6) in (E.4) with a = u0S2 we obtain the desired average 

BER expression in (8.29). 

1 28 



Bibliography 

[ 1] R. Rickholtz, L. Milstein and D. Schilling, "Spread spectrum for mobile communi­

cations," IEEE Trans. Veh. Tech.,  vol. VT-40, pp.3 13-322, May 1991 .  

[2] G. Turin, ''The effects ofmultipath and fading on the performance of direct sequence 

CDMA systems," IEEE Journal Sel. Areas Comm., vol. SAC-2, no. 4, pp. 597-603, 

July 1984. 

[3] K. S. Gilhousen, et al., "On the capacity of a cellular CDMA System," IEEE Trans. 

Veh. Tech., vol. VT-40, pp. 303-3 12, May 1991 .  

[ 4] G. Turin, "Introduction of spread spectrum antimultipath techniques and their ap­

plication to urban digital radio," Proceedings of IEEE, vol. 68, no 3, pp. 328-353, 

March 1980. 

[5] G. Turin, F. Clapp, T. Johnston, S. Fine and D. Lavry, "A statistical model of urban 

multipath propagation," IEEE Trans. Veh. Tech., vol. VT-21 ,  no. 1 ,  pp. 1-9, Feb. 1972. 

[6] N. Nakagami, ''The m-Distribution, a general formula for intensity distribution of 

rapid fading," in Statistical Methods in Radio Wave Propagation, W. G. Hoffman, 

Ed. Oxford, England: Pergamon, pp. 3-36, 1960. 

[7] S. Aun Abbas and A. U. Sheikh, "A geometric theory of Nakagami fading multipath 

mobile radio channel with physical interpretations," Proc. 46th IEEE Veh. Tech. Conf, 

1 29 



April 1996, pp. 637-641 .  

[8] W. Braun, "A physical mobile radio channel model," IEEE Trans. Veh. Tech. , vol. 

VT-40, no. 2, pp. 472-482, May 1991 .  

[9] A. F. Naquib and A. Paulraj, ''Performance of wireless CDMA with M-ary orthogonal 

modulation and cell site antenna arrays," IEEE Journal on Sel. Areas on Comm., vol. 

14, no. 9, pp. 1770-1783, Dec. 1996. 

[ 10] H. Suzuki, "A statistical model for urban radio propagation," IEEE Trans. on Comm., 

vol. COM-25, pp.673-679, July 1977. 

[ 1 1 ]  T. Aulin, "Characteristics of  a digital mobile radio channel," IEEE Trans. on Veh. 

Tech., vol. VT-30, pp.45-53, May 198 1 .  

[12] G. Stuber, Principles of Mobile Communication. Kluwer Academic Publishers, 1996. 

[13] T. Eng, and L. B. Milstein, "Coherent DS-CDMA performance in Nakagami mul­

tipath fading," IEEE Trans. on Comm., vol. COM-43, no. 2/3/4, pp. 1 134- 1143, 

Feb./Mar./Apr. 1995. 

[ 14] T. Eng and L. B. Milstein, "Comparison of hybrid FDMA/CDMA systems in fre­

quency selective Rayleigh fading," IEEE J. Select. Areas Comm. , SAC-12, pp.938-

951 ,  June 1994. 

[15] T. Eng, and L. B. Milstein, ''Partially coherent DS-SS performance in frequency 

selective multipath fading," IEEE Trans. on Comm. , vol. COM-45, no. 1 ,  pp. 1 10-

1 1 8, Jan. 1997. 

130 



[16] H. Xiang, ''Binary code-division multiple-access systems operating in multipath fad­

ing, noisy channels," IEEE Trans. on Comm., vol. COM-33, pp.775-784, Aug. 1985 . 

[ 17] J. G. Proakis, Digital Communications. McGraw Hill, 1989. 

[ 18] R. Price and P.E. Green, "A communication technique for multipath channels," Proc. 

IRE, vol. 46, pp. 555-570, Mar. 1958. 

[ 19] U. Charash, "Reception through Nakagami fading multipath channels with random 

delays," IEEE Trans. on Comm. , vol. COM-27, pp. 657-670, April 1979. 

[20] M. Kavehrad and P. J. McLane, "Performance of low-complexity channel coding 

and diversity for spread spectrum in indoor, wireless communication," AT&T Tech. 

Journal, vol.64, pp. 1927-1965, Oct. 1 985. 

[21 ]  E .  A. Geraniotis and M. B. Pursley, ''Performance of coherent direct-sequence spread­

spectrum communications over specular multipath fading channels," IEEE Trans. 

Comm., vol. COM-33, pp. 502-508, June 1985. 

[22] E. A. Geraniotis and M. B. Pursley, ''Performance of noncoherent direct-sequence 

spread-spectrum communications over specular multipath fading channels," IEEE 

Trans. Comm., vol. COM-34, pp. 219-226 , March 1986. 

[23] J. Wang, M. Moeneclaey and L. Milstein, ''DS-CDMA with predetection diversity 

for indoor radio communications," IEEE Trans. on Comm., vol. COM-42, no. 2/3/4, 

pp. 1 929-1938, Feb/Mar/April 1994. 

[24] M. Pursley, ''Performance evaluation for phase coded spread spectrum multiple access 

1 3 1  



communication - Part 1: system analysis," IEEE Trans. on Comm., vol. COM-25, no. 

8, pp. 795-799, Aug. 1977. 

[25] B. Q. Long, J.D. Hu and P. Zhang, "Method to improve Gaussian approximation 

accuracy for calculation of spread-spectrum multiple-access error probabilities," lEE 

Electronics Letters, vol. 3 1 ,  no. 7, pp. 529-53 1 ,  March 1995. 

[26] J. M. Holtzman, "A simple, accurate method to calculate spread-spectrum multiple­

access error probabilities," IEEE Trans. on Comm., vol. 40, no. 3, pp. 461-464, Mar. 

1992. 

[27] M. V. Clark, L. J. Greenstein, W. K. Kennedy, and M. Shafi, ''Matched filter per­

formnace bounds for diversity combining receivers in digital mobile radio," IEEE 

Trans. on Veh. Tech. ,  vol. VT-41, no 4, pp. 356-362, Nov. 1992. 

[28] J. M. Morris, "Burst error statistics of simulated Viterbi decoded BPSK on fading and 

scintillation channels," IEEE Trans. on Comm., vol. COM-40, pp.34-41 ,  Jan. 1992. 

[29] J. Conan, "The weight spectra of some short low-rate convolutional codes," IEEE 

Trans. on Comm., vol. COM-32, no 9, pp. 1050-1 053, Sep. 1984. 

[30] E. K. Al-Hussaini and A. M. Al-Bassiouni, "Performance of MRC diversity systems 

for the detection of signals with Nakagami fading", IEEE Trans. on Comm., 1985, 

vol. COM-33, pp. 13 15-1319, Dec. 1985. 

[3 1 ] G. Efthymoglou and V. Aalo, ''Performance of RAKE receivers in Nakagami fading 

channel with arbitrary fading parameters," lEE Electronics Letters, vol. 3 1 ,  No 1 8, 

132 



pp. 16 10-1612, Aug. 1995. 

[32] J. Gil-Pelaez, ''Note on the inversion theorem", Biometrika, vol. 38, pp.48 1-482, 

195 1 .  

[33] A. H. Wojnar, ''Unknown bounds on performance in Nakagami channels," IEEE 

Trans. on Comm., vol. COM-34, pp.22-24, Jan. 1986. 

[34] E. Lutz et a/. , ''The land mobile satellite communication channels-recordings, statis­

tics and channel model," IEEE Trans. Veh. Techno/. vol. 40, no. 2, pp. 375-385, May 

199 1 .  

[35] C. Loo, "A statistical model for a land mobile satellite link," IEEE Trans. Veh. 

Techno/. vol. VT-34, no. 3, pp. 122-127, Aug. 1985. 

[36] R. Akturan and W. J. Vogel, ''Elevation angle dependence of fading for satellite PCS 

in urban areas," Electronics Letters, vol. , no. , pp. 449-452, 15  May 1995. 

[37] G. E. Corazza and F. Vatalaro, "A statistical model for land mobile satellite channels 

and its application to nongeostationary orbit systems," IEEE Trans. Veh. Techno!. , 

vol. VT-43, no. 3 ,  pp. 738-742, Aug. 1 994. 

[38] J. J. Jones, "Multichannel FSK and DPSK reception with three-component multipath," 

IEEE Trans. on Comm., vol. COM-1 6, pp. 808-821 ,  Dec. 1 968. 

[39] B. R. Vojcic, R. L. Rickholtz and L. B. Milstein, "Performance of OS-COMA with 

imperfect power control operating over a low earth orbiting satellite link," IEEE J. 

Select. Areas Comm. , vol. 12, no. 4, pp. 560-567, May 1 994. 

1 33 



[ 40] R. J. van Nee and R. Prasad, "Spread-spectrum path diversity in a shadowed Rician 

fading land-mobile satellite channel," IEEE Trans. Veh. Techno/., vol. VT-32, no. 2, 

pp. 13 1-136, May 1993. 

[41] Y. A. Chau and J. T. Sun, "Diversity with distributed decisions combining for direct 

sequence CDMA in a shadowed Rician-fading land mobile satellite channel," IEEE 

Trans. Veh. Techno/., vol. VT-35, no. 2, pp. 237-247, May 1996. 

[ 42] Y. A. Chau and A. S. Laih, "Diversity for noncoherent DPSK direct-sequence CDMA 

over a shadowed Rician-fading satellite channel," lEE Proc.-I, vol. 1 42, no. 6, pp. 

386-392, Dec. 1995. 

[ 43] A. M. Monk and L. B. Milstein, "Open-loop power control error in a land mobile 

satellite system," IEEE J. Select. Areas Comm., vol. 13, no. 2, pp. 205-212, Feb. 

1995. 

[ 44] C. L. Devieux, "Systems implications of L-band fade data statistics for LEO mobile 

systems," International Mobile Satellite Communications Conference, pp. 367-372, 

June 1993. 

[45] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products. New 

York: Academic Press, 1980. 

[ 46] R. Webb, ''IF signal sampEng improves receiver detection accuracy," Microwaves 

and RF, pp. 99-102, March 1989. 

[47] C. Olmstead and M. Petrowski, ''Digital IF processing," RF featured technology, pp. 

134 



30-40, Sept. 1994. 

[48] W. Waters and B. Jarrett, "Bandpass signal sampling and coherent detection," IEEE 

Trans. on Aerospace and Elec. Sys.,  AES-1 8, Nov 1 982. 

[ 49] A. Polydoros and C. Weber, "A unified approach to serial search spread-spectrum 

code acquisition-Part II: A Matched-Filter Receiver," IEEE Trans. on Comm., vol. 

COM-32, no. 5, pp.550-560, May 1984. 

[50] G. E. Corazza, "On the MAXffC criterion for code acquisition and its application 

to DS-SSMA Systems," IEEE Trans. Commun., vol. COM-44, pp. 1 1 73-1 182, Sep. 

1996. 

[51 ]  Y. Su, ''Rapid code acquisition algorithms employing PN matched filters," IEEE 

Trans. Commun. , vol. COM-36, pp. 724-733, June 1 988. 

[52] E. Sourour, and S .  Gupta, ''Direct sequence spread spectrum parallel acquisition in 

a fading mobile channel", IEEE Trans. Commun., vol. COM-38, pp. 992-998, July 

1990. 

[53] B. Chung, C. Chien, H. Samueli and Rayeev J� ''Perfonnance analysis of an all­

digital BPSK direct sequence spread spectrum IF receiver architecture," IEEE J. on 

Sel. Areas in Commun., vol. 1 1 ,  no. 7, pp. 1096-1 1075, Sep. 1993. 

[54] U. Cheng, W. Hurd and J. Statman, "Spread spectrum code acquisition in the presence 

of Doppler shift and data modulation," IEEE Trans. Commun., vol. COM-38, pp. 

241-250, Feb. 1 990. 

135 



[55] L. Davisson and P. Flikkema, ''Fast single element PN acquisition for the TDRSS 

MA system," IEEE Trans. Commun., vol. COM-36, pp. 1226-1235, Nov. 1 988. 

[56] A. J. Viterbi, Principles of Spread Spectrum Communications. Reading, MA: 

Addison-Wesley, 1995. 

136 



April 22, 1968 

1991 

1991-1993 

1993 

1993-1997 

1997 

VITA 

Born, Athens, Greece 

B.S., Physics, University of Athens, Greece 

Teaching Assistant 

Florida Atlantic University, Boca Raton, Florida 

M.S., Electrical Engineering 

Florida Atlantic University, Boca Raton, Florida 

Research Assistant 

Space Communications Technology Center, Boca Raton, Florida 

Doctor of Philosophy, Electrical Engineering 

Florida Atlantic University, Boca Raton, Florida 

Journal Publications 

G. Efthymoglou, V. Aalo, "Performance of RAKE receivers in Nakagami fading chan­

nel with arbitrary fading parameters," Electronics Letters, vol. 3 1 ,  no 18, pp. 1610-1612, 

Aug. 1995. 

G. Efthymoglou, V. Aalo and H. Helmken, ''Performance analysis of coherent DS­

CDMA systems in a Nakagami fading channel with arbitrary fading parameters," IEEE 

Transactions on Vehicular Technology, vol. 46, no 2, pp. 289-297, May 1997. 

137 



G. Efthymoglou, V. Aalo and H. Helmken, "Performance analysis of noncoherent 

binary DS-CDMA systems in a Nakagami fading channel with arbitrary parameters," to 

appear in lEE Communications Journal. 

Conference Publications 

H. Helmken and G. Efthymoglou, "Parallel COMA signal acquisition in mobile satel­

lite channels," Proc. Int. Conf. on Comm. ICT '96, April 1996, pp. 687-690. 

V. Aalo, G. Efthymoglou and H. Helmken, ''Path diversity performance of a DS­

CDMA based land-mobile satellite system in a shadowed Rician-fading channel," Proc. 

Wireless '96 Conference, Alberta, Canada, pp. 133-140. 

G. Efthymoglou, V. Aalo and H. Helmken, ''Performance analysis of noncoherent 

binary DS-CDMA systems in a Nakagami multipath channel with arbitrary parameters," 

Proc. GLOBECOM '96, London, England, pp. 1296-1300. 

G. Efthymoglou and H. Helmken, Acquisition performance of a digital IF receiver in 

LEO satellite channel, Proc. IMSC 97, Los Angeles, California, pp. 65-69. 

138 




