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A non-invasive transient state measurement method for wind tunnels would be very 

valuable as an experimental tool. Traditional measurement techniques for transient flows, 

e.g., hot wire anemometry, require sensors that are placed in the flow. Alternatively, 

particle image velocimetry (PIV) may be used to measure transient flows non intrusively, 

but applying PIV requires sensors that are expensive, and it may take months to process 

the data. The non-invasive measurement techniques considered in this thesis utilize 

sensors that are imbedded into the wall of a wind tunnel, or the response of a Kevlar 

walled wind tunnel to obtain the pressure time histories of a transient flow. These 

measurements are suitable and accurate for analyzing steady state flows but the feasibility 

of using them on time varying flows has yet to be explored. If this method proves 

possible, it would be very beneficial even if it is less accurate than current invasive 

methods because it would give results in real time. This thesis investigates a simple 
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transient flow of the startup vortex of an airfoil caused by a step change in angle of 

attack. Based on thin airfoil theory, two models of an airfoil were created. It was 

determined that the response of a Kevlar wall can measure the unsteady lift of an airfoil. 
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Chapter 1: Introduction 

Non-invasive transient state measurement methods for wind tunnels would be 

very valuable as an experimental tool. Traditional measurement techniques for transient 

flows require sensors that are placed in the flow, for example a hot wire anemometer or 

PIV set up [1]. These measurement techniques can accurately measure velocities of a 

fluid flow but applying these sensors are expensive and it may take months to process the 

data. Kevlar walled wind tunnel measurement techniques have been explored by Bahr 

[2], Szoke [3] and Mayer [4]. The non-invasive measurement techniques considered in 

this thesis utilize sensors that are imbedded into the wall of a wind tunnel, or the response 

of a Kevlar walled wind tunnel to track the wake of a transient flow. These two 

measurements techniques are suitable and accurate for analyzing steady state flows but 

the feasibility of using them on time varying flows has yet to be explored. If either of 

these two methods proves experimentally viable, it would allow transient state 

measurements to be done in one shot, giving instantaneous results [1]. This non-invasive 

technique would be very beneficial even if it is less accurate then current invasive 

methods because it would give results in real time. To evaluate the feasibility of non-

invasive measurement techniques on transient flows, two models have been developed to 

analyze a simple transient flow based on the startup vortex of an airfoil caused by a step 

change in angle of attack that’s described by the Wagner function.  

The first model describes the airfoil as an equal and opposite vortex according to 

Kelvin’s theorem. It is assumed that the airfoil operates with low drag and the boundary 
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layer is thin relative to the thickness of the airfoil, so the boundary layer can be ignored. 

Furthermore, the flow is assumed to be homentropic, incompressible and of low Mach 

number, so that the governing equations become more manageable. Considering the flow 

to be ideal reduces the momentum equation to Bernoulli’s equation which is then used to 

calculate the pressure field. Furthermore, the continuity equation simplifies to Laplace’s 

Equation and a solution to the Laplace’s Equation, in two dimensions, can be any analytic 

function of a complex variable. This is very convenient for modeling the velocity field of 

a vortex, and the complex potential, streamlines and velocity field is easily found [1]. The 

boundary conditions at the walls of the wind tunnel are satisfied by the method of image 

vortices. For the case of the startup vortex a critical time is defined which is when the 

trailing edge vortex grows to its maximum intensity, separates, and begins to convect 

downstream. For time less than the critical time the strength of the starting vortex is a 

function of time. However, once the vortex separates from the trailing edge its strength 

remains constant, in principle, but its convection speed varies. When the startup vortex is 

separating from the trailing edge both its strength and position could be a function of 

time. The Wagner function is used to estimate the critical time and equations of motion 

are developed to describe the time series of these vortices. As a result, the wall pressure 

time history of these vortices is found.  

The second model uses thin airfoil theory and assumes the airfoil to be a flat plate that 

is infinitely thin. Using the approach set forth by Newman, the flow field of the flat plate 

is described as vortex sheet. This led to more manageable equation that could obtain the 

membrane response through Laplace transforms. 
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Chapter 2: Literature Review 

2.1 Wind Tunnels, Sensors and Measurement Methods 

Wind tunnels have been used as the principal means of testing in experimental 

aerodynamics for over a century. In the 1960’s, computational fluid dynamics methods 

were developed, and it was hoped that computational methods would become the method 

of choice and that the wind tunnel would eventually not be needed [2]. However, today, 

wind tunnels continue to be the main tool for experimental aerodynamics and improved 

technology has led to new wind tunnels configurations. Currently, theoretical and 

computational techniques still serve an important role in experimental aerodynamics, and 

the best approach to an aerodynamic design problem is to incorporate the results of 

theoretical and computational methods with the results obtained from wind tunnel 

experiments [2]. 

Experimental aerodynamic testing is typically carried out in a wind tunnel due to 

the low costs relative to conducting a field test. Additionally, a wind tunnel offers an 

isolated environment where the properties of the flow can be precisely controlled, and the 

results of experiments are repeatable. Control over the Reynolds number, Mach number 

and Froude number is essential to achieve flow similarity when using a scaled model [2]. 

These similarity parameters are dimensionless numbers that are ratios of internal, viscous 

and gravitational forces and in this case, they are used to determine the flow similarity 

between a scale model and full-sized model [2]. If the flow over the scaled model and the 
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full-sized model have the same similarity parameters then the relevant importance of the 

forces are correctly modeled and the flows will be dynamically similar [2] [3]. Wind 

tunnels are designed to have as little aerodynamic interference as possible so that the 

modeled flow is close to the desired flow. To account for any discrepancy between the 

modeled and desired flow, interference corrections are used [1]. It is desirable for a wind 

tunnel to operate with a small interference correction so that higher Reynolds numbers 

can be reached [1]. 

There are many variations of wind tunnels that exist today all of which are 

derived from two basic families defined as open circuit and closed circuit systems. There 

are also two main types of test section that a wind tunnel can have, defined as an open or 

closed test section. Many wind tunnels are unique and use a hybrid test section that is a 

combination of a closed and open test section [2]. Aeroacoustic wind tunnels are a variety 

of wind tunnel that focuses on measuring the noise produced by a model subjected to a 

fluid flow. Military applications, such as categorizing and reducing flow generated noise 

from submarines, and civilian applications, such as categorizing and reducing flow 

generated noise from aircraft, have driven the development of this kind of wind tunnel 

[2]. Aeroacoustic wind tunnels are designed similar to a closed circuit wind tunnel but the 

equipment such as ducts, fans and turning vanes, are engineered to produce as little noise 

as possible during operation [2]. Additionally, one or more mufflers are attached in series 

with the ducts to minimize background noise [2]. Furthermore, aeroacoustic wind tunnels 

offer a method of taking far field sound measurements with the use of an anechoic 

camber and microphone array [1]. An open test section may be used so that the flow 

passes through the anechoic camber as a jet, such as NASA’s Quiet Flow Facility, or a 
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closed test section may be used so that the flow is contained by walls with acoustically 

transparent windows, such as the Anechoic Flow Facility at the Naval Surface Warfare 

Center (NSWC) Carderock Division [1]. Acoustically transparent windows are typically 

made from a Kevlar weave due to its high acoustic transparency and its strength that can 

contain the fluid flow [1].  

Pressure transducers are the typical sensor used in wind tunnels as a means to 

measure pressure. These sensors are used to measure pressure fluctuation in the initial 

flow, on the surface of the model and along the walls of the test section. A traditional 

pressure transducer utilizes a diaphragm that deforms with changes in pressure along its 

surface [2]. This deformation is then measured by either a strain gauge, an electric circuit 

that measure change in capacitance or the change in inductance, depending on the type of 

pressure transducer [2]. It is important to consider the frequency of the pressure 

fluctuations of interest before selecting a model so that a pressure transducer with a 

sufficient dynamic range is selected. 

A hot wire anemometer is a sensor typically used to measure unsteady velocities 

of a fluid flow inside a wind tunnel. This sensor utilizes a tiny metal wire, as small as 2.5 

micrometers in diameter, that is heated to a known temperature by the current of an 

electric circuit [1]. Since the wire is maintained at a constant temperature and the 

resistance does not change only the voltage is varied. The variation in voltage is then 

related to the velocity of the passing fluid so that the velocity at a single point is obtained 

[1]. The signal from a hot wire varies in time so the velocity spectra is easily obtained if 

needed [1]. Furthermore, space time correlations can be determined if multiple sensors 

are used [1] 
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There are various experiments that can be carried out in a wind tunnel. Steady 

state wind tunnel experiments utilize a flow with constant velocity that passes over the 

test model with a set angle of attack. This flow is then analyzed by sensors that can be 

imbedded on the surface of the model or along the walls of the tunnel. These sensors 

collect data on the flow both inside and outside of the boundary layer and the flow can be 

categorized. Transient state wind tunnel experiments typically vary the angle of attack of 

the test model so that the flow becomes dependent on time. Traditional measurement 

techniques for transient flow measurements require sensors that are placed in the flow to 

measure fluid velocities, for example a hot wire [1]. These measurement techniques can 

accurately measure velocities of the fluid flow although running these sensors are 

expensive and may take months to process the data. Additionally, these measurement 

techniques are invasive as they obstruct the flow and cause unwanted fluid dynamic 

interactions that skew pressure and acoustic measurements. To avoid these unwanted 

interactions, multiple runs of the same experiment must be conducted so that these 

parameters can be measured separately however this increases the time and cost of the 

experiment [1]. 

 

2.2 Relevant work 

The work by Brown et al. [4] proposed a novel non-invasive measurement 

method for aerodynamics in a wind tunnel. Brown’s work focused on steady state 

measurements taken specifically in Kevlar walled test sections, but the feasibility of 

using this method for transient state measurements has yet to be determined. The 

following section is a review of the work done by Brown et al. [4] 
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Kevlar walled aeroacoustic wind tunnels, such as the Aeroacoustic Virginia Tech 

Stability Wind Tunnel, allow for simultaneous aeroacoustic and aerodynamic 

measurements. Kevlar cloth is acoustically transparent and when it is placed under 

tension as a wind tunnel wall it can contain the flow within the wind tunnel test section. 

Acoustic equipment, such as microphone arrays, can then be placed behind the Kevlar 

wall and shielded from the flow where far field acoustic measurements are made. 

However, the Kevlar walled test sections also hinders the ability to take certain 

aerodynamic measurements [4] such as wall pressure measurements. Wall pressures, 

along with a control volume analysis can be used as an alternative, non-invasive method 

to calculate the lift of a model [4]. Wall interference corrections are also determined with 

wall pressure data when the linear theory for these corrections is inadequate [4]. Brown et 

al [4] attempted to take wall pressure measurements in a Kevlar walled test section using 

pressure taps on the anechoic side of the Kevlar wall [5]. Unfortunately, there was 

leakage around these pressure taps and some even became dislodged, ultimately proving 

this method inadequate for a primary tool of measuring wall pressures [5]. Brown et al. 

[4] then used the Kevlar itself to measure the pressure along the wall. 

Figure 1 shows a schematic of the control volume region of the Kevlar walled test 

section. Brown et al. [4] assumed a steady-state, incompressible and two-dimensional 

flow. 
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Figure 1:  Schematic of Control Volume Region of The Kevlar Walled Test Section [4]. 

 

Brown et al. [4] carried out theoretical calculations by relating the loads on one 

side of the Kevlar wall to the derivative of the displacement field on the opposite side. 

This provides an equation for the pressure difference across the membrane as  

 

∆𝑝 = (𝑇𝑥,𝜀 + 𝑇𝑥,0)
𝜕2𝑤
𝜕𝑥2 + (𝑇𝑦,𝜀 + 𝑇𝑦,0)

𝜕2𝑤
𝜕𝑦2 + 2(𝑇𝑥𝑦,𝜀 + 𝑇𝑥𝑦,0)

𝜕2𝑤
𝜕𝑥𝜕𝑦 

 

where ∆𝑝 is the pressure jump, 𝑇 are tensions, 𝑤 are the wall displacements and x,y are 

the locations on the wall. The subscript 0 denotes the pre-tensions and the subscript 𝜀 

represents strain induced tensions. Substituting the strain displacement and stress strain 

relationships for the Kevlar membrane into Equation (1) yields the equation for the 

pressure displacement across the membrane, as  

 

(1) 
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∆𝑝 =

{
 
 

 
 𝐸𝑥ℎ [

𝜕𝑢
𝜕𝑥 +

1
2 (
𝜕𝑤
𝜕𝑥)

2
+ 𝑣𝑦𝑥 (

𝜕𝑣
𝜕𝑦 +

1
2 (
𝜕𝑤
𝜕𝑦)

2
)]

1 − 𝑣𝑥𝑦𝑣𝑦𝑥
+ 𝑇𝑥,0

}
 
 

 
 
𝜕2𝑤
𝜕𝑥2

+

{
 
 

 
 𝐸𝑦ℎ [

𝜕𝑣
𝜕𝑦 +

1
2(
𝜕𝑤
𝜕𝑦)

2
+ 𝑣𝑥𝑦 (

𝜕𝑢
𝜕𝑥 +

1
2 (
𝜕𝑤
𝜕𝑥)

2
)]

1 − 𝑣𝑥𝑦𝑣𝑦𝑥
+ 𝑇𝑦,0

}
 
 

 
 
𝜕2𝑤
𝜕𝑦2

 

where 𝐸𝑥, 𝐸𝑦 and 𝑣𝑥𝑦 are nonlinear material properties of the Kevlar fabric. Assuming an 

effective thickness of H = 0.0210- mm, the material properties of the 120-style, plain-

woven Kevlar fabric were determined to be Ex = 1.33e10-Pa, Ey = 3.12e10-Pa, and 𝜈xy = 

0.40,  

To evaluate this equation the displacements in three dimensions are fitted with the 

basis functions, shown in the appendix, and then used in Equation (2) to provide a direct 

calculation of ∆𝑝 [4]. The static pressure is measured inside the chamber so that the 

absolute pressure against the Kevlar wall is known. It is noted that the shear terms have 

been omitted because the shear modulus is very small, and its effects are insignificant [4]. 

Also, any load-induced loss in pre-tension due to imperfect boundary conditions where 

the Kevlar is pinned is accounted for with the addition of terms 𝜕𝑢
𝜕𝑥

  and 𝜕𝑣
𝜕𝑦
  [4]. 

The two-dimensional lift coefficient 𝐶𝑙, which represenets the lift force per unit 

span and can be calculated as a function of the test section wall pressure ∆𝑝 and the fluid 

exchange across boundaries 1, 2, 3 and 4 in figure 1 [4]. Using a control volume analysis 

of the flow within the Kevlar walled test section the continuity of momentum gives [4]. 

 

(2) 
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𝐶𝑙 =
1
𝑐 [∫ (𝐶𝑝,4 − 𝐶𝑝,3)𝑑𝑥 + ∫

(𝑤1𝑢1 − 𝑤2𝑢2)
1
2 𝑉∞

2

𝑧4

𝑧3
𝑑𝑧 +∫

(𝑤42 − 𝑤32)
1
2 𝑉∞

2

𝑥2

𝑥1
𝑑𝑥

𝑥2

𝑥1
] 

 

Where the subscripts denote the location and the coefficient of pressure 𝐶𝑝 is defined as 

 

𝐶𝑝 =
𝑝𝑐ℎ𝑎𝑚𝑏𝑒𝑟 ± ∆𝑝 − 𝑝∞

1
2 𝜌∞𝑉∞

2
 

 

The values for 𝐶𝑙 were compared with two independent measurement techniques to 

confirm the accuracy of this measurement method [4]. 

 Brown et al. [4] carried out experiments in the Aeroacoustic Virginia Tech 

Stability Wind Tunnel. The experimental set up, shown in figure 2, consisted of two 

Kevlar membranes that ran from the floor to the ceiling and the length of the port and 

starboard walls of the test section. The Kevlar membranes were held in place by a metal 

frame and tension was applied to the in horizontal and vertical directions by rollers on the 

edge of the frame. Tension measurements were made at multiple locations to determine 

the mean pre-tensions. Anechoic chambers located on the opposite side of each Kevlar 

membrane are sealed so that the static pressure inside each chamber is a function of wind 

loading [4]. A three-dimensional digital image correlation (3D-DIC) system was used 

inside each of the anechoic chambers to measure the displacement of the Kevlar 

membranes. A specialized speckled coating that glows green in the presence of UV light 

was applied to each Kevlar membrane. The cameras of the 3D-DIC system tracked these 

(3) 

(4) 
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green speckles to determine the displacement of the walls. The floor and ceiling of the 

test section were made from aluminum plates and a NACA0012 airfoil was positioned 

vertically in the middle of the test section. The angle of attack of the airfoil was precisely 

controlled by a bearing and turntable system. Additionally, pressure taps were placed 

within the surface of the airfoil to measure lift and temporary pressure taps were installed 

in the Kevlar membrane itself to serve as an independent method of obtaining wall 

pressure measurements [4]. 

 

 

Figure 2: Experimental Configuration of The Test Section at The Aeroacoustic Virginia 
Tech Stability Wind Tunnel [4]. 

 

Determining a load from deflection, specifically calculating the pressure along a 

Kevlar wall from its displacement, creates an inverse problem. It requires a derivative of 

the displacement field and any errors that are contained in the displacement data set 

dramatically increase the error in its derivative. Therefore, it becomes important to obtain 
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accurate wall deformation measurements and minimize any uncertainties in the 

measurement method. To minimize uncertainties in the 3D-DIC system, Brown et al. [4] 

ensured that the cameras were focused sufficiently further then their hyperfocal lengths 

so that the Kevlar membranes stayed within the depth-of-vision during the duration of the 

experiments. Additionally, the cameras in the 3D-DIC system utilized a long exposure 

time. Brown et al. [4] limited the flow regime to steady state because the induced shape 

of the displacement of the Kevlar wall is relatively constant and the uncertainty in the 

measurement is low. On the other hand, transient flows, such as flow separations caused 

by large angles of attacks, produce dynamic displacements in the Kevlar wall that 

correspond to vortex shedding so that shape of the displacement is a function of time. 

Furthermore, an estimated displacement uncertainty of ±40 − 60 μm is due to 

calibration and feature-matching errors [4]. Another source of uncertainty comes from 

tiny movements of the camera due to high freestream dynamic pressures. Fortunately, 

this type of uncertainty is minimum at low freestream dynamic pressures which were the 

focus of Brown’s et al. [4] work. 

 The results for the Kevlar wall displacement measurements, shown in figure 3 as 

a contour plot, are from a flow with a freestream dynamic pressure of 770 Pa, a Reynolds 

number of 2x106, a Mach number of 0.11 and an angle of attack of 7.8 degrees. These 

results use the raw data without corrections for wall interference. The displacement in the 

u and v plane are two orders of magnitude less than the magnitude of the displacement in 

the w plane. The vertical bands shown in figure 3a are a result of the interference caused 

by wall-mounted pressure taps [4]. Figure 3b shows the v displacements and how the 

Kevlar deformed away from the origin and at extreme values of y the displacement 
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changed directions. This is due to the roller frame bending inwards from holding the 

Kevlar wall under tension [4]. The w displacements are as expected and shows that the 

largest displacement is in the center of the Kevlar wall [4]. 

 

 

Figure 3: Raw Displacement of Kevlar Wall Results [4]. 

 

Brown et al. [4] regularized the displacement data with the techniques described 

in the appendix. The regularized data was used to compute the terms in equation 1 and 

then in equation 2 to compute 𝐶𝑝. The results for the non-shear terms and  𝐶𝑝 are shown 

in figure 4 as contour plots. In figure 4a and b, the largest magnitude of stresses are 

located at the edges and corners. This is a result of bending in the roller frame due to the 

tension of the Kevlar membrane [4]. It can be seen that the pre-tensions shown in figures 

4a and b are larger than the tensions induced by the flow shown in figures 4c and d. 
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Additionally, figure 4c and d show that the maximum strain induced tension has moved 

away from y=0, possibly from the inherent uncertainties of the Kevlar’s material 

properties [4]. Figure 4e and 4f show a maximum along y=0 that correspond to the w 

displacement shown in figure 3c. Figure 4g shows the 𝐶𝑝 extremum is shifted above y=0 

similar to the trend of the 𝑇𝜖 plots [4]. Otherwise, the results for 𝐶𝑝 are realistic for the 

suction-side of the Kevlar wall and show smooth variations [4]. 

 

 

Figure 4: Wall Pressure Distributions Results [4]. 
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To validate the results, Brown et al. [4] compared midspan 𝐶𝑝 values with 

independent wall pressure measurements. The midspan 𝐶𝑝 values were taken as the 

spanwise-average of the 𝐶𝑝 values obtained by equation 4 within 𝑦 = ±0.3m of the 

midspan and the independent wall pressure measurements were obtained from pressure 

taps that were temporarily installed midspan in the Kevlar wall [4]. The 𝐶𝑝 values for 

both Brown’s et al. [4] method and the independent method were taken simultaneously. 

The 𝐶𝑝 for values for both methods, shown in figure 5 a, b and c, have the same general 

shape. There are some discrepancies between the results on the suction side as the peaks 

are offset from one another [4]. Brown et al. [4] stated that this was due to either the 

spanwise averaging of the 𝐶𝑝 values from the optical method or the effects of the 

uncertainty in the material properties of the Kevlar. Figure 5d shows the 𝐶𝑙 values 

obtained by equation 3 vs the 𝐶𝑙 values obtained by integrating data from pressure taps 

imbedded into the airfoil and Kevlar walls. All three measurement techniques follow the 

same trend up to a 7 degree angle of attack. At larger angles of attack, Brown et al.’s [4] 

optical method begins to show a different trend compared to the data obtained from the 

airfoil and wall mounted pressure taps. This suggests that Brown et al.’s [4] method 

becomes less accurate for larger values of lift due to systematic errors in measuring 

pretensions at the larger wall deflections and the uncertainties in the material properties 

of the Kevlar. The largest difference in the coefficient of lift between Brown et al.’s [4] 

method and the pressure taps imbedded in the airfoil was 5.4% [4]. The largest difference 

in 𝐶𝑙 is determined for values only before the stall region as the accuracy of airfoil 

pressure taps deteriorates after stall. Due to uncertainties in measuring the Kevlar’s pre-
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tensions and uncertainties in the material properties, the estimated uncertainty for Brown 

et al.’s [4] method is larger than that of traditional pressure tap methods. 

 

 

Figure 5: a-c Optically inferred Cp destructions compared with pressure tap 
measurements for angles of attack 0,7.8 and 14.7 degrees. d integrated Cl values vs angle 

of attack compared with pressure tap measurements [4]. 
 

 In conclusion, Brown et al. [4] demonstrated the feasibility of a non-invasive 

measurement technique for obtaining wall pressure measurements of a steady state flow, 

specifically in a Kevlar walled environment. Brown et al.’s [4] method delivers full-field 

coefficient of pressure distributions along the side wall of a Kevlar test section that was 

then used to obtain 𝐶𝑙 values of a NACA0012 airfoil within 5.4% of traditional pressure 

taps. According to Brown et al. [4], improvements should be made in the classification of 

the Kevlar’s pre-tensions and material properties to further reduce any uncertainty. The 
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work of this thesis will take the next step of exploring the possibility of a non-invasive 

measurement method for transient flows. 

 

2.3 Relevant Fluid Dynamic Concepts 

In the field of fluid dynamics, assumptions are frequently made that greatly reduce the 

complexity of given problems while maintaining accuracy in the results. For example, to 

correctly model the motion of a viscous fluid, physical laws are used to account for all of 

the forces that act within the fluid. The conservation of mass and the conservation of 

momentum are the physical laws used to obtain the equations of motion of the fluid flow 

[6]. Furthermore, fluids are viscous and the effects of viscous forces and the stresses that 

act in between neighboring fluid particles must be related to the particle motion [6]. To 

obtain the equation of motion, a system of coupled nonlinear partial differential equations 

must be solved [6]. Solving this type of equation can be difficult or time consuming 

although it is required for most fluid flows. Viscosity is also a crucial parameter for 

boundary layer theory when a solid body is in a viscous flow. Now, if the boundary layer 

is thin compared to the solid body, then most of the flow experience no viscous effects 

[6]. In this case it is common to ignore the effects of viscosity and the viscous stresses in 

the fluid. A useful fluid dynamic concept that leads to further simplifications is an ideal 

flow where the flow is assumed to be 2 dimensional, steady, incompressible, irrotational 

and non-viscous. 

An irrotational flow is defined by a flow that contains no vorticity so that 𝛻 × 𝒗 =

0. An initially irrotational flow can only develop vorticity if pressure or viscous forces 

act on the fluid, for example flow separations and turbulent boundary layers [1]. Vorticity 
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is calculated by the curl of velocity and this must equal zero in all 3 dimensions for the 

flow to be considered irrotational. This becomes important as an irrotational vector can 

be represented as the gradient of a scalar function [6].  

The velocity potential is obtained by representing the velocity as the gradient of a 

scalar function. The velocity potential is a single scalar unknown where the velocity 

components can be determined [6]. If the flow is incompressible the velocity potential 

satisfies Laplace’s equation: 

 

∇2∅ =
𝜕2∅
𝜕𝑥2 +

𝜕2∅
𝜕𝑦2 +

𝜕2∅
𝜕𝑧2 = 0 

 

For a two-dimensional flow, the solution to Laplace’s equation is given by any 

analytic function of a complex variable. This is conveniently represented by a complex 

velocity potential: 

 

𝑤(𝑧) = ∅ + 𝑖𝜓 

 

where 𝜓 is the stream function and will also satisfy Laplaces equation in an irrotational 

flow and the complex potential is a complex coordinate 𝑧 = 𝑥1 + 𝑖𝑥2. Equation (6) 

shows that the solution to Laplace equation can be any analytical function of a complex 

variable [1].  

The derivative of the complex potential is then taken to obtain the complex 

velocity,  

 

(5) 

(6) 
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𝑑𝑤
𝑑𝑧 =

𝜕∅
𝜕𝑥1

+ 𝑖
𝜕𝜓
𝜕𝑥1

=
1
𝑖
𝜕∅
𝜕𝑥2

+
𝜕𝜓
𝜕𝑥2

= 𝑣1 − 𝑖𝑣2 

 

Since 𝑣1 =
𝜕𝜓
𝜕𝑥2

 and 𝑣2 = − 𝜕𝜓
𝜕𝑥1

 and the complex velocity is simply 

 

𝑤′(𝑧) = 𝑣1 − 𝑖𝑣2 

 

Describing the velocity induced by a vortex is obtained by treating the vortex as a 

singularity in the complex plane and it gives the complex velocity as  

 

𝑤′(𝑧) =
𝑖Γ

2𝜋(𝑧 − 𝑧𝑛)
 

 

where Γ is the circulation around the vortex, z is the location of the observer and 𝑧𝑛 is the 

location of the center of the vortex defined as 𝑧𝑛 = 𝑥1,𝑛 + 𝑖𝑥2,𝑛. The subscript n is used 

to describe multiple vortices if there are more than one in the flow. For a single vortex 

located at the origin 𝑥1,1 = 0,  𝑥2,1 = 0 and 𝑧1 = 0. This equation is valid for all points 

other than 𝑧 = 𝑧𝑛 where a singularity occurs resulting in an infinite velocity. Vorticity is 

restricted to this singularity so that everywhere else the flow is irrational and any line 

integral of the velocity over any loop that contains this singularity has a circulation Γ [1]. 

 

2.4 Starting Vortex 

A starting vortex is created by an airfoil that experiences acceleration or a change 

in angle of attack. The starting vortex of an airfoil is crucial for the creation of lift [8]. 

(8) 

(7) 

(9) 
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According to Newton, lift is generated by the turning of air and in the case of an airfoil a 

down wash is produced. The bound vortex, located at the leading edge of the airfoil, is 

responsible for creating lift and to satisfy the Kelvin's theorem, an equal and opposite 

vortex must exist somewhere in the flow. This inspired Prandtl to preform experiments in 

an attempt to pinpoint this other vortex. Prandtl positioned an airfoil inside a wind tunnel 

with a seeded flow and used cameras to capture the flow at the trailing edge of the airfoil 

that was accelerated from rest. He was able to successfully photograph a vortex shed 

spinning in the opposite direction than the bound vortex originating from the trailing edge 

of the airfoil. This shed vortex mixes with the surrounding downstream air and the 

motion dies out due to viscous forces [8]. The location of the bound and shed vortex can 

be seen in figure 6. 

 

 

Figure 6: Starting vortex of an Airfoil [8]. 

 

 To analyze this system, an airfoil can be modeled to be 2D, of infinite span and 

initially in a stationary flow [1]. To form a closed system, an appropriately sized fluid 

loop can be outlined around the airfoil that contains all the viscous forces generated by 

the airfoil during acceleration from rest [1]. Kelvin’s Theorem states that the circulation 
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around this fluid loop will always be zero [1]. During acceleration, a lift force is created 

as circulation begins to flow around the leading edge of the airfoil [1]. To satisfy Kelvin’s 

Theorem, a circulation that is equal and opposite to the circulation around the leading 

edge of the airfoil must be present inside the fluid loop, this being the shed vortex [1].  

Assuming that the flow is incompressible, the viscous stress on the fluid can be 

defined as 𝒆 = 𝜇
𝜌
∇2𝑽 = −𝜈∇ × 𝝎. This shows that when the flow is irrotational the 

viscous force is zero [1]. Consequently, no viscous torques or vorticity can be formed 

without a boundary [1]. Or in other words viscous forces can only be created at a 

boundary in the fluid flow such as the one induced by an airfoil [1]. However, as the flow 

becomes more turbulent the energy becomes more concentrated in turbulent eddies [1]. 

These eddies can be organized into a vortex street where the vortex train is oscillatory 

and predictable, or they can become random and unpredictable [1]. It is important to 

incorporate all these kinds of vortex structures into a model for acoustical analysis 

because they are a source of sound generation [1], but for simplification, in this study 

these vortex structures will be omitted, and the flow is assumed to be ideal and 

completely irrotational.  
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Chapter 3: The Simple Vortex Model 

3.1 Approach 

3.1.1 The Simple Vortex Model 

This section considers a transient flow based on the startup vortex of an airfoil 

caused by a step change in angle of attack. The airfoil is represented as a simple vortex 

located at ¾ of the chord length from the trailing edge and its wake is represented as an 

equal and opposite vortex located at the trailing edge, as shown below in figure 7. The 

origin is also positioned at the airfoil’s trailing edge. The change in angle of attacks is 

small so the deflection in the 𝑥2 direction is ignored.  

 

 

Figure 7: Airfoil Simple Vortex Model. 
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3.1.2 Vortices, Image Vortices and Wall Boundary Conditions 

For simplicity, the vortices in this section are assumed to be two-dimensional and 

normalized about the vortex strength. Additionally, the flow is assumed to be 

incompressible, irrotational and non-viscous so that the flow is ideal. Complex potential 

theory is used to describe the flow and a complex coordinate system is used where the 

observer location is defined as  𝑧 = 𝑥1 + 𝑖𝑥2 and the distance from the observer to the 

center of the vortex is defined as 𝑧𝑛 = 𝑥1,𝑛 + 𝑖𝑥2,𝑛. The subscript n is used to describe 

multiple vortices if there are more than one in the flow. Now, consider a single vortex in 

free space positioned at the origin, so that 𝑥1,1 = 0 and 𝑥2,1 = 0 so that 𝑧1 = 0 and 

equation (9) becomes 

 

𝑤′(𝑧) =
−𝑖Γ
2𝜋(𝑧) 

 

The streamlines of this vortex in free space are shown in figure 8 below. The 

center of the vortex is located at the origin.  The governing equation for this flow is 

analytical everywhere except at the center of the vortex where a singularity occurs. Here 

the velocity has a magnitude of infinity. The velocity is a function of radius so as the 

distance from the center, in this case the origin, increases the velocity decreases. 

 

(10) 
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Figure 8: Streamlines of a Vortex in Free Space. 

 

In the case of a vortex positioned near an impervious wall, satisfying the 

nonpenetration condition along the wall is easily done in complex notation by adding 

another term to equation (9) [1]. According to the method of images, the effects of solid 

surface, such as a wall, on a flow are modeled by mirroring the entire flow field about the 

wall [7]. The wall normal velocities become neutralized, creating a streamline that 

follows the solid surface and satisfies the nonpenetration condition [1], [7]. For a vortex 

positioned at the origin a distance h above a wall that is located along the 𝑥2 = −1 axis, 

so that h=1, the method of images is used to place an equal and opposite vortex reflected 

about the 𝑥2 = −1 axis. This creates a streamline along the 𝑥2 = −1  axis so that there is 
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no flow normal to this plane [9] The center of this image vortex is located at  𝑥1,2 =

0 and 𝑥2,2 = −2𝑖ℎ so that 𝑧2 = −2𝑖ℎ  and the complex velocity becomes 

 

𝑤′(𝑧) =
𝑖Γ

2𝜋(𝑧 − 𝑧1)
+

−𝑖Γ
2𝜋(𝑧 − 𝑧2)

=
𝑖Γ

2𝜋(𝑧) +
−𝑖Γ

2𝜋(𝑧 − 2𝑖ℎ) 

 

These vortices are equal and opposite, so the center of the image vortex is another 

singularity and the velocity at this point has a magnitude of negative infinity. The 

streamlines for this flow are shown below in figure 9. 

 

 

Figure 9: Streamlines of a Vortex with One Image Vortex. 

(11) 
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Figure 10 shows the vertical velocity component 𝑣2 along the non-penetration 

boundary condition that is located normal to the 𝑥2 = −1 axis. The vertical velocity 

component has a magnitude of zero for all locations along the 𝑥2 =-1 axis. Therefore, the 

image vortex satisfies the non-penetration condition along the wall.  

 

 

Figure 10: Vertical Component of Velocity Along the Non-Penetration Boundary. 

 

To account for the non-penetration boundary conditions at a second wall, a 

second image vortex is used. If the second wall is located along the 𝑥2 =1 axis then the 

second image vortex is reflected about this axis and its center is located at  𝑥1,3 = 0 and 

𝑥2,3 = 2𝑖ℎ so that 𝑧3 = 2𝑖ℎ. The complex velocity of this flow becomes 
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𝑤′(𝑧) =
𝑖Γ

2𝜋(𝑧) +
−𝑖Γ

2𝜋(𝑧 − 2𝑖ℎ) +
−𝑖Γ

2𝜋(𝑧 + 2𝑖ℎ) 

 

Both image vortices are equal and opposite to the original vortex. The streamlines 

for this flow field are shown beneath in figure 11 where the walls are located along the 

𝑥2 =-1 and 𝑥2 = 1 axes. 

 

 

Figure 11: Two Image Vortices. 

 

(12) 
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 The velocity component 𝑣2 that is normal to the 𝑥2 = −1 plane for this flow is 

shown below in figure 12. The magnitude is no longer zero, so the non-penetration 

boundary condition is no longer satisfied. This is a result of the influence that each mirror 

vortex has on one another. 

 

 

Figure 12: Vertical Component of Velocity Along the Non-Penetration Boundary. 

 

To reduce the influence that these image vortices have on one another, even more 

image vortices are used. Each additional image vortex will reduce the influence that one 

has on another at the wall boundary. An infinite amount of image vortices must be used 

to perfectly recreate the non-penetration boundary condition located along the walls. It is 
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impossible to compute the flow field for an infinite number of vortices, so a finite number 

of image vortices is used. The variable N is used to specify how many image vortices are 

used and n is varied from -N to N in increments of 1 so if N=10 then 20 image vortices 

are used. Since n is varied from -N to N it can equal zero so that original vortex is 

accounted for when n=0. The function (−1)𝑛 is added to oscillate the sign of gamma 

between negative and positive because each additional set of image vortices have equal 

but opposite magnitudes. 

 

𝑤′(𝑧) = ∑
𝑖Γ𝑛(−1)𝑛

2𝜋(𝑧 − 𝑧𝑛)

𝑁

𝑛=−𝑁

 

 

The value of N must be appropriately chosen to make the vertical velocity 

component along the wall sufficiently small, ensuring that the non-penetration boundary 

conditions are satisfied. The streamlines for this flow are shown below in figure 13. In 

this case 98 image vortices were used, 49 above and 49 below the trailing edge vortex. 

The streamline along the 𝑥2 = −1 𝑎𝑛𝑑 1  axes have straightened out. The outer most 

streamline crosses the path of the free stream velocity inside the wind tunnel, but its 

magnitude is small compared to the free stream velocity so its influence will be 

negligible. 

 

(13) 
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Figure 13: Summation of Image Vortices. 

 

The vertical velocity component 𝑣2 along both walls is shown in figure 14. The 

magnitude of the vertical velocity component along both walls is now ~10-4 compared to 

10-2 in figure 12 when only two image vortices were used. The error has become smaller 

and will converge to zero as n goes to infinity.  
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Figure 14: Vertical Velocity Component Along the Non-Penetration Boundary 1 and 2. 

.  

In the case of a uniform flow of velocity 𝑈∞ flowing between the 2 walls 

previously defined, the uniform flow is simply multiplied by z and added to the complex 

potential so that the complex potential of the entire flow becomes 

 

𝑤(𝑧) = 𝑈∞𝑧 −∑
𝑖Γ𝑛(−1)𝑛

2𝜋 ln (
∞

𝑛=1

𝑧 − 𝑧𝑛) 

 

and differentiating with respect to z yields the complex velocity 

 

(14) 
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𝑤′(𝑧) = 𝑈∞ −∑
𝑖Γ𝑛(−1)𝑛

2𝜋(𝑧 − 𝑧𝑛)

∞

𝑛=1

 

 

The pressure at any point is determined by the Bernoulli’s equation for unsteady 

potential flows that gives the relationship between velocity and pressure as 

 

𝜕∅
𝜕𝑡 +

1
2𝑣𝑖

2 +
𝑃
𝜌 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 

where 𝜕∅
𝜕𝑡
= 𝑅𝑒(𝜕𝑤

𝜕𝑡
)  and 𝑣𝑖2 = |𝑤′|2. Finally, substituting the complex velocity, setting 

the constant to zero and solving for 𝑃
𝜌
 yields: 

 

𝑃
𝜌
= 𝑅𝑒 ( ∑

𝑖
2𝜋
(
𝑑Γ𝑛(−1)𝑛

𝑑𝑡
ln(𝑧 − 𝑧𝑛) −

Γ𝑛(−1)𝑛

(𝑧 − 𝑧𝑛)
𝑑𝑧𝑛
𝑑𝑡
)

𝑁

𝑛=−𝑁

) −
1
2
𝑈∞2

+ 𝑅𝑒 [ ∑
𝑖Γ𝑛(−1)𝑛𝑈∞
2𝜋(𝑧 − 𝑧𝑛)

𝑁

𝑛=−𝑁

] −
1
2 | ∑

Γ𝑛(−1)𝑛

2𝜋(𝑧 − 𝑧𝑛)

𝑁

𝑛=−𝑁

|

2

 

 

3.1.3 Lift Force, Wagner’s Function, and Circulation 

The lift force of a 2-dimensional airfoil in an incompressible, unsteady flow of 

low Mach number is determined by  

 

𝐿(𝑡∗) = 4𝜋𝑞𝑏
𝑤𝑜
𝑈∞

𝜑(𝑡∗) 

 

(18) 

(15) 

(16) 

(17) 
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Here q is the dynamic pressure and is equal to 𝜌∞
2
𝑈∞2  , b is the reference length and is 

equal to 𝑐
2
,  𝑈∞ is the free stream velocity,  𝑤𝑜 is a step gust of constant velocity and 

𝜑(𝑡∗) is determined by the Wagner’s function  

 

𝜑(𝑡∗) ≅
𝑡∗ + 2
𝑡∗ + 4  

 

where the non dimensional time 𝑡∗ is defined by 𝑡∗ = 𝑈∞𝑡
𝑏

 . 

The response of the Wagner function is shown in figure 15. The critical time 𝑡𝑐∗ 

also determined from the Wagner function. In this situation, the critical time is 

determined by the time that it takes for the Wagner function to converge to 1. This occurs 

only when 𝑡∗ = ∞ so the critical time must be approximated. The time at which 𝜑(𝑡∗) 

reaches 92% of its true value is used for this approximation. The critical time was found 

to be 𝑡𝑐∗ = 10 when  𝜑(𝑡∗) ≈ 0.92 shown in figure 15 with a red star. 

  

(19) 
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Figure 15: Wagner Function Response. 

 

The coefficient of lift is determined by 

 

𝐶𝑙 =
𝐿
2𝑞𝑏 

 

The circulation around the airfoil is defined as  

 

Γ0 = 4𝑏𝐶𝑙𝑈∞ 

 

(20) 

(21) 
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3.1.4 Time Less Than the Critical Time 

As soon as an airfoil has a change in angle of attack, a bound vortex and a shed 

vortex begins to form and grow as a function of time. According to Kelvin’s theorem, a 

material contour that contains all the fluid particles in a closed loop must always be zero. 

Therefore, the bound and the shed vortex must be equal and opposite in strength so that 

they cancel out and make the total circulation zero. In this case, the bound vortex is fixed 

at ¾ of the chord length from the trailing edge of the airfoil and the shed vortex remains 

attached at the trailing edge located at the origin, as seen in figure 16. 

 

 

Figure 16: Simple Vortex Model Material Contour. 

 

These vortices continue to grow until a critical time 𝑡𝑐∗. The strength of these vortices for 

time less than the critical time is determined by  

 

Γ𝑛 = Γ0 (
𝑡∗ + 2
𝑡∗ + 4)

(−1)𝑛 

 

 

(22) 
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An expression for the rate of change of vortex strength is found by taking the first 

derivative with respect to time and is 

 

𝑑Γ
𝑑𝑡∗ = Γ0 (

2
(𝑡∗ + 4)2)

(−1)𝑛 

 

The distance from the origin to the observed location 𝑥𝑚 is defined as 

 

𝑧 = 𝑥𝑚 − 𝑖
ℎ
2 

 

The bound vortex is positioned ¾ of the chord length upstream from the shed vortex and 

its location is  

 

𝑧𝑐 = −0.75𝑐 + 2𝑖𝑛ℎ 

 

The location of the shed vortex is  

 

𝑧𝑛 = 2𝑖𝑛ℎ 

 

The complex potential for this flow field is  

 

𝑤(𝑧) = ∑𝑈∞𝑧 +
Γ𝑛
2𝜋 log

(𝑧 − 𝑧𝑛) −
Γ𝑛
2𝜋 log

(𝑧 − 𝑧𝑐)
∞

𝑛=1

 

(23) 

(24) 

(26) 

(25) 

(27) 
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In this case, there is no convection velocity so 𝜕𝜙
𝜕𝑡

  becomes 

 

𝜕𝜙
𝜕𝑡 = 𝑅𝑒 (

𝑑𝑤
𝑑𝑡 ) = −𝑅𝑒(∑

𝑖
2𝜋 (

𝑑Γ𝑛
𝑑𝑡 ln

(𝑧 − 𝑧𝑛) −
𝑑Γ𝑛
𝑑𝑡 ln

(𝑧 − 𝑧𝑐))
∞

𝑛=1

) 

 

and 𝑣𝑖2 becomes: 

 

𝑣𝑖2 = |𝑤′(𝑧)|2 = 𝑈02 + 2𝑅𝑒(−∑
𝑖Γ𝑛𝑈∞

2𝜋(𝑧 − 𝑧𝑛)

∞

𝑛=1

) + |∑
Γ𝑛

2𝜋(𝑧 − 𝑧𝑛)

∞

𝑛=1

|
2

  

 

Note that the function (−1)𝑛 was accounted for in equation (22) and equation (23). 

 

3.1.5 Time Greater Than the Critical Time 

When the critical time is reached, the magnitude of the shed vortex Γ𝑛 converges 

to a maximum value and its center begins to move down stream at the convection 

velocity 𝑈𝑐, as seen in figure 17 below. Due to the small angle of attack, the displacement 

of the bound vortex in the 𝑥2 direction is ignored. 

 

(28) 

(29) 



 38 

 

Figure 17: Airfoil Simple Vortex Model Time Greater Than Critical Time. 

 
Since the magnitude of the vortex remains constant, so that   𝑑Γ𝑛

𝑑𝑡
= 0, the circulation is 

now defined by  

 

Γ𝑛 = Γ0(−1)𝑛 

 

Since there is no acceleration, the steady state convection velocity 𝑈𝑐 is achieved 

instantaneously and is equal to the free stream velocity so 𝑈𝑐 = 𝑈∞. In this case, z and 𝑧𝑐 

are still determined by equation (24) and (25) respectfully, while the position of the shed 

vortex 𝑥𝑛 is now  

 

𝑥𝑛 = 𝑐 + ∫ 𝑈𝑐 𝑑𝑡
𝑡

𝑡0
 

 

The position of the center of the shed vortex 𝑧𝑛 is now a function of time and is  

 

𝑧𝑛 = 𝑥𝑛 + 2𝑖𝑛ℎ 

(31) 

(32) 

(30) 
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and  𝜕𝜙
𝜕𝑡

 becomes 

 

𝜕𝜙
𝜕𝑡 = 𝑅𝑒 (

𝑑𝑤
𝑑𝑡 ) = −𝑅𝑒 (∑

𝑖
2𝜋 (

𝑑Γ𝑛
𝑑𝑡 ln

(𝑧 − 𝑧𝑛) −
Γ𝑛𝑈∞
(𝑧 − 𝑧𝑛)

−
𝑑Γ𝑛
𝑑𝑡 ln

(𝑧 − 𝑧𝑐))
∞

𝑛=1

) 

 

and 𝑣𝑖2 is calculated using equation (29). 

 

3.1.6 Convection Acceleration 

If the acceleration of the shed vortex is considered as it begins to convect 

downstream, then when it separates from the trailing edge, both its strength and position 

could be a function of time. Furthermore, the convection speed grows as a function of 

time until the steady state convection velocity 𝑈𝑐 is reached. Assuming that the 

convection speed grows linearly with time and the acceleration time is half of a period, its 

magnitude can by determined as  

 

𝑢(𝑡) = {

0                  𝜏 < 0
2𝑈𝐶𝜏
𝑇      0 < 𝜏 < 𝑇/2

 𝑈𝐶              𝜏 > 𝑇/2
 

 

Here 𝑢(𝑡) is the convection speed as a function of time, 𝑈𝐶 is the steady state convection 

velocity, 𝜏 is the time after the critical time nondimensionalized by  𝑈∞
𝑏

,  and T is the time 

(33) 

(34) 
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period that the convection velocity takes to reach its mean value nondimensionalized by  

𝑈∞
𝑏

. 

It is crucial for the period T to be modeled correctly because this parameter has a 

direct influence on the pressure signal along the wall. To illustrate the effects that the 

period has on the pressure signal, the signal using 6 different time periods was calculated 

and is shown in section 3.3.2.. A period of T =50 was chosen for the analysis in this 

paper. The only way of obtaining the true time period that the convection velocity takes 

to reach its mean value is through wind tunnel experiments. 

Since both the vortex strength and position could be a function of time,  𝜕𝜙
𝜕𝑡

 in the 

pressure equation becomes 

 

𝜕𝜙
𝜕𝑡 = 𝑅𝑒 (

𝑑𝑤
𝑑𝑡 ) = −𝑅𝑒 (∑

𝑖
2𝜋 (

𝑑Γ𝑛
𝑑𝑡 ln

(𝑧 − 𝑧𝑛) −
Γ𝑛

(𝑧 − 𝑧𝑛)
𝑑𝑧𝑛
𝑑𝑡 −

𝑑Γ𝑛
𝑑𝑡 ln

(𝑧 − 𝑧𝑐))
∞

𝑛=1

) 

 

Where 𝑑𝑧𝑛
𝑑𝑡

 is determined by equation (34) and 𝑣𝑖2 is determined by equation (29). The 

unsteady circulation 𝑑Γ𝑛
𝑑𝑡

 is unknown and can only be determined through wind tunnel 

experimentation. In this study the circulation was assumed to be constant so that it is 

determined by equation (30) and 𝑑Γ𝑛
𝑑𝑡
= 0. 

 

(35) 
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3.2 Wall Pressure Measurements 

3.2.1 Wall Pressure Calculation 

Assuming an ideal flow, Bernoulli’s equation can be applied to obtain the 

pressure for an unsteady potential flow. Bernoulli’s equation for an unsteady potential 

flow is given by equation (14). Substituting  𝜕∅
𝜕𝑡
= 𝑅𝑒(𝜕𝑤

𝜕𝑡
)  and 𝑣𝑖2 = |𝑤′|2, setting the 

constant to zero, and solving for 𝑃 yields: 

 

𝑃 = −𝑅𝑒 (
𝜕𝑤
𝜕𝑡 )𝜌 − 0.5

|𝑤′|2𝜌 

 

3.2.2 Coefficient of Pressure 

Since the airfoil under investigation is a scaled model its relative pressure field 

must be used in analysis. Relative pressures are nondimensionalized so that its value is 

independent of body size. To find relative pressure, the coefficient of pressure  

 

𝐶𝑝 =
−𝑅𝑒 (𝑑𝑤𝑑𝑡 ) − 0.5|𝑤

′|2

0.5𝑈∞2
 

 

is used. 

 

3.2.3 Pressure Spectrum and Goody Model 

As the flow moves parallel along a wall, in this case the test section of the wind 

tunnel, a turbulent boundary layer in created. This region contains turbulent eddies and 

rapid pressure fluctuations. These pressure fluctuations are picked up by the wall 

(37) 

(36) 
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mounted pressure sensor. It is important that the signal induced by the boundary layer is 

significantly smaller than the signal induced by the airfoil. This is determined by 

comparing the coefficient of pressure of both signals. First the wall pressure frequency 

spectrum is determined. Goody formulated an empirical model that describes the wall 

pressure spectrum under a zero-pressure-gradient turbulent boundary layer [10] as  

 

𝐺𝑝𝑝(𝜔)
(𝜌𝑜𝑢𝜏2)2

𝑈𝑒
𝛿
=  

𝐶2 (
𝜔𝛿
𝑈𝑒
)
2

[(𝜔𝛿𝑈𝑒
)
2
+ 𝐶1]

3.7

+ [𝐶3𝑅𝑇
−47 (𝜔𝛿𝑈𝑒

)]
7 

 

Goody suggests the following constants [1]: 

 

𝐶1 = 0.5, 𝐶2 = 3.0, 𝐶3 = 1.1  

 

Here 𝑅𝑇 is the ratio of the outer and inner layer timescales [1] and a value of 300 was 

chosen. The 𝐶𝑃𝑟𝑚𝑠 value is related to the wall pressure spectrum by 

 

𝐶𝑃𝑟𝑚𝑠 = ∫𝐺𝑝𝑝(𝜔) 𝑑𝜔 ∗
(𝑢𝜏𝑈𝑒

)
2

2  

 

To evaluate this numerically 𝑑𝜔 is the non dimensional frequency resolution and a value 

of 0.1 was used, and 𝑢𝜏
𝑈𝑒

 is the micro to macro turbulent boundary layer scale ratio and it 

was taken to be 0.036. The 𝐶𝑃𝑟𝑚𝑠 level of the walls turbulent boundary level was 

(38) 

(39) 
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estimated to be 0.01, which is well below the desired pressure signal that is 2 time larger 

in magnitude.   

 

3.2.4 Noise Estimates and Removal 

The signal obtained from a wall mounted pressure sensor is comprised of the 

pressure wave induced by the airfoil and the pressure fluctuations induced by the wall 

turbulent boundary layer. The pressure wave induced by the airfoil is the desired signal 

and the pressure fluctuations indued by the wall turbulent boundary layer is the unwanted 

signal. This unwanted signal is considered noise and is determined by  

 

𝑁𝑜𝑖𝑠𝑒 = 𝐺 ∗ 𝐶𝑃𝑟𝑚𝑠 

 

where G is an array of pseudorandom values drawn from the standard normal 

distribution. 

The signal is now determined as 

 

𝑆𝑖𝑔𝑛𝑎𝑙 = 𝐶𝑃 + 𝑁𝑜𝑖𝑠𝑒 

 

The estimated 𝐶𝑃𝑟𝑚𝑠 was found to be of the order of 10-2 and is relatively small compared 

to the 𝐶𝑝 values that peak around 1.6. To ensure that the desired pressure signal can be 

obtained during possible future wind tunnel experiments, a noise levels of 10 times the 

magnitude of 𝐶𝑃𝑟𝑚𝑠 will be used. 

  

(40) 

(41) 
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3.3 Simple Vortex Model Results 

3.3.1 Pressure Time History 

The pressure time history for the simple vortex model is determined by computing 

the coefficient of pressure for a single location along the wall for every time instant. 

When this data is plotted, the pressure wave is revealed. Figure 18 shows the pressure 

time history for a transducer located in the wind tunnel wall at the mid chord point. The 

signal at this location is positive with a clear peak occurring quickly after the critical time 

and then the signal converges more slowly to its maximum value. The dashed line is an 

estimate of the rms pressure on the wind tunnel wall. It was determined that the desired 

pressure signal was much greater than the background noise produced by the turbulent 

boundary layer along the wall. 

The pressure time history for the simple vortex model is continuous for time 

before and after the critical time, but at the critical time a discontinuity occurs. This 

discontinuity is an artifact of using Wagner’s function and a discrete vortex model to 

describe the unsteady circulation and lift of the airfoil. In the following section we will 

give an alternative analysis that uses Laplace transforms to determine the time history 

and this changes that nature of the discontinuity in the time history. 
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Figure 18: The pressure time history for a transducer located in the wind tunnel wall at 
the mid chord point. 

 The pressure time history for a transducer located in the wind tunnel wall at one 

chord length downstream is shown in figure 19. At this location the signal is transitioning 

to a negative signal because the signal is a mix of the effects of the airfoil vortex and the 

wake vortex. This is not an ideal location to place a transducer because the wake 

signature is very much smaller than the signature of the airfoil vortex and it would be 

difficult to isolate the two. 
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Figure 19: The pressure time history for a transducer located in the wind tunnel wall at 1 
chord length downstream. 

 

The pressure time history for a transducer located in the wind tunnel wall at 3 

chord lengths downstream is shown in figure 20. This signal is well defined and is 

completely negative. This is an ideal location for a transducer to be placed because only 

the signature from the wake vortex is measured. 
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Figure 20: The pressure time history for a transducer located in the wind tunnel wall at 3 
chord lengths downstream. 

  



 48 

3.3.2 Pressure Time History for Various Convection Acceleration Time Periods 

The convection acceleration period plays a crucial role in the shed vortex model. 

The convection acceleration period is unknown, and its true value can only be obtained 

through wind tunnel experimentation. In this case the convection speed is assumed to 

grow linearly with time and that the acceleration time is half of a period. Equation (34) 

was used to model the convection velocity. Since the convection acceleration period is 

unknown, 6 different periods were explored for 3 different locations being the mid chord, 

1 chord length downstream, and 3 chord lengths downstream. 

The results in figure 21 illustrates the effects that the convection acceleration has 

on the signal obtained at half the chord length. The dashed lines represent the estimated 

noise levels. At shorter periods, the pressure signal peaks more abruptly and at a larger 

magnitude. This makes sense intuitively. At longer periods, the pressure signal takes 

more time to peak, and the peak is smaller in magnitude. 
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Figure 21: wall pressure signal taken at the mid chord for six different convection 

acceleration periods 
 

The wall pressure signal obtained at one chord length downstream for six 

different convection acceleration periods is shown in figure 22. The results are similar to 

the signal obtained at half the chord length except the signal is in the process of changing 

from positive to negative. The convection acceleration period has a strong influence on 

the shape and sign of the pressure signal at this location. 
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Figure 22: Wall pressure signal taken one chord length downstream for six different 

convection acceleration periods. 
 

 The wall pressure signal taken 3 chord lengths downstream for six different 

convection acceleration periods is shown in figure 23. At this location, the peak of the 

pressure wave becomes larger at longer periods. The convection acceleration period also 

has a strong influence on the shape and sign of the pressure signal at this location. 
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Figure 23: Wall pressure signal taken 3 chord lengths downstream for six different 

convection acceleration periods. 
 

3.3.3 Spectral Analysis and Filtering 

The signal is now a mixture of the desired pressure wave and background noise. 

The signal with noise for a transducer 3 chord lengths downstream and a convection 

acceleration period of T=50 is shown in figure 21A. The signal is discrete because it is 

created with a finite time increment. For discrete signals, a digital filter was used to filter 

out noise. Before the filter can be designed, the signal is transformed from the time 
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domain to the frequency domain with a Fourier Transform to reveal what frequencies are 

contained in the signal. The single sided power spectral density is shown in figure 24B. 

The signal of the desired pressure is determined to have a frequency in the order of 10^-1 

according to the spikes in intensity in the spectral density in the range of 0 to 0.1where 

the frequency axis is nondimensionalized by 𝑏
𝑈∞
. The gaussian noise is shown in the 

power spectral density as smaller random spikes that are evenly distributed about all 

frequencies. A digital FIR bandpass filter was used to filter the signal and the cut off 

frequencies were chosen to be 0 and 0.1 nondimensionalized units based on the spectral 

analysis. A filter with an order of 20 was used to remove the noise. The filter response is 

shown in figure 24C, and the filtered signal is shown in figure 24D. 
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Figure 24:  Spectral Analysis of Signal located 3 Chord Lengths Downstream With T=30 
and the Estimated Amount of Background Noise. 

 

Now a noise level of 10 times the magnitude of 𝐶𝑃𝑟𝑚𝑠 was used to ensure that the 

desired signal can be obtain during possible future wind tunnel experiments. The signal 

with 10 times the noise is shown in figure 25A. The single sided power spectral density is 

shown in figure 25B. A digital FIR bandpass filter was used to filter the signal and the cut 

off frequencies were chosen to be 0 and 0.1 nondimensionalized units. A filter with an 

order of 30 was used to remove the noise. The filtered signal is shown in figure 25D. The 

filter was able to remove enough noise for the pressure wave to be obtained at 10 times 

the estimated noise levels. 
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Figure 25: Spectral Analysis of Signal located 3 Chord Lengths Downstream With T=30 
and 10 Times the Estimated Amount of Background Noise. 

 
3.4 Simple Vortex Model Conclusions 

• The critical time at which the starting vortex of an airfoil separates and begins to 

convect downstream was determined by the Wagner’s function at 92 percent of its 

true value. Furthermore, the unsteady circulation and lift were determined by the 

Wagner’s function which created a discontinuity in the pressure time signal. This 

is an unrealistic result. The critical time should be investigated more accurately 

via physical wind tunnel experiments to obtain a more realistic model. 

• The acceleration of the starting vortex as it begins to convect downstream was 

assumed to grown linearly with time and to reach a mean value at half of the 
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period of acceleration. The convection acceleration period has a direct effect on 

the pressure signature along the wall and its true value is only determined by 

physical wind tunnel experiments. Since the acceleration period is unknown, 6 

different values were explored and a time period of T=50 was chosen for the 

simple vortex model. 

• Goody’s model of wall pressure frequency spectrum for a turbulent boundary 

layer was used to estimate the background noise. The rms estimates were much 

smaller than the desired pressure wave from the startup vortex of the airfoil. The 

estimated 𝐶𝑃𝑟𝑚𝑠 was found to be of the order of 10-2 and is relatively small 

compared to the 𝐶𝑝 values that peak around 2.2.  A digital bandpass filter was 

about to remove noise from the signal at 10 times the 

estimated background noise. Therefore, the signal induced by the airfoil is 

sufficiently large enough to be obtained by a wall mounted pressure transducer. 

• The proposed measurement technique can measure features of a transient flow, 

but physical wind tunnel experiments are required to determine its accuracy. 
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Chapter 4.  Vortex Sheet Model and Kevlar Membrane Response 

4.1 Approach 

4.1.1 Vortex Sheet Model 

This section uses unsteady thin airfoil theory to calculate the wall pressure on a 

wind tunnel wall due to the transient motion of an airfoil in the test section. Using thin 

airfoil theory the airfoil and it’s wake is represented by a vortex sheet of strength 𝛾(x,t), 

as shown below in figure 26. Here all length variables are normalized on the semi-chord 

of the airfoil c/2 and time by c/2U where c is the airfoil chord and U the free stream 

velocity. The pressure is normalized by rU2, the velocity potential and circulation by 

Uc/2 and the vortex sheet strength by U.  The circulation that is shed from the trailing 

edge is convected downstream in the wake at the speed of the free stream. No period of 

acceleration is used for the vortex convection speed as was discussed in the previous 

chapter, so the vortex is assumed to instantaneously convect at the free stream velocity. 

The origin of the coordinate system is defined to be at the blade trailing edge, so the 

airfoil is defined along the surface on the x-axis where -2<x<0 and the wake is on the x-

axis where x>0. The displacement of the airfoil in the y direction is ignored and this is 

valid for thin airfoil theory. The effect of the wind tunnel’s walls has been investigated in 

detail in section 3 but in this section the effects have been omitted.  
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Figure 26: Vortex Sheet Model. 

 

4.1.2 Pressure Calculation 

The velocity potential from this vortex sheet is defined from potential flow theory 

as 

 

𝜙(𝑧, 𝑡) = 𝑈𝑥 +
−1
2𝜋 𝑅𝑒( ∫ 𝑖𝛾

(𝜁, 𝑡) ln(𝑧 − 𝜁) 𝑑𝜁 + ∫ 𝑖𝛾𝑤 (𝑡 −
𝜁
𝑈) ln

(𝑧 − 𝜁) 𝑑𝜁
𝑈𝑡

0

0

−2

) 

 

Where 𝑧 = 𝑥 + 𝑖𝑦 is the location in the flow where the potential is defined and gW(t) is 

the vortex sheet strength at z=0 at time t that is convected downstream at speed 𝑈. The 

net circulation around the airfoil is defined as a function of time as 

 

Γ(𝑡) = ( ∫ 𝛾(𝜁, 𝑡)𝑑𝜁
0

−2

) 

 

And from Kelvins theorem the net circulation in the flow is constant, so 

 

(42) 

(43) 
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𝑑Γ(𝑡)
𝑑𝑡 +

𝑑
𝑑𝑡∫ 𝛾𝑤 (𝑡 −

𝜁
𝑈) 𝑑𝜁 = 0

𝑈𝑡

0

 

 

However, if the airfoil motion is initiated at time t=0 then we find that, by setting z=Ut 

that 

 

𝑑Γ(𝑡)
𝑑𝑡

= −𝑈
𝑑
𝑑𝑡
∫𝛾𝑤(𝑡 − 𝜏)𝑑𝜏 = −𝑈𝛾𝑤(𝑡)
𝑡

0

 

 

The right side of this equation is simply the vortex sheet strength at the trailing edge as a 

function of time so that the wake circulation is determined from the rate of change of the 

total circulation about the airfoil. 

If the airfoil is replaced by a single vortex located at xo then we can define the 

velocity potential as 

 

𝜙(𝑧, 𝑡) = 𝑈𝑥 +
−1
2𝜋 𝑅𝑒(𝑖𝛤

(𝑡) ln(𝑧 − 𝑥𝑜) + 𝑖𝑈∫𝛾𝑤(𝑡 − 𝜏) ln(𝑧 − 𝑈𝜏) 𝑑𝜏
𝑡

0

) 

 

We can specify the pressure at any point in the flow using Bournoulli’s equation for an 

unsteady flow, which in normalized form is 

 

𝑝 = −
𝜕𝜙
𝜕𝑡
−
1
2
𝑣𝑖2 

 

(44) 

(45) 

(46) 

(47) 
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Where  

 

𝑣𝑖2 = 𝑈2 + 𝑈
𝜕𝜙
𝜕𝑥 +

|𝑤′|2 

And 

 

𝑤′ = −
𝑖𝛤(𝑡)

2𝜋(𝑧 − 𝑥𝑜)
− 𝑖𝑈∫

𝛾𝑤(𝑡 − 𝜏)
2𝜋(𝑧 − 𝑈𝜏) 𝑑𝜏
𝑡

0
 

 

However, this term can be ignored if U>>|w’|. Some care is required when evaluating 

∂f/∂t and by using the identity 

 

𝜕
𝜕𝑡∫ 𝑓(𝜏, 𝑡)𝑑𝜏 = 𝑓(𝑡, 𝑡) + ∫

𝜕𝑓(𝜏, 𝑡)
𝜕𝑡 𝑑𝜏

𝑡

0

𝑡

0
 

 

We find that 

 

𝜕𝜙(𝑧, 𝑡)
𝜕𝑡 =

−1
2𝜋 𝑅𝑒 (

𝑖𝑑𝛤(𝑡)
𝑑𝑡 ln(𝑧 − 𝑥𝑜) + 𝑖𝑈𝛾𝑤(0) ln(𝑧 − 𝑈𝑡)

+ 𝑖𝑈∫
𝜕𝛾𝑤(𝑡 − 𝜏)

𝜕𝑡 ln(𝑧 − 𝑈𝜏) 𝑑𝜏
𝑡

0

) 

 

Evaluating the last integral by parts, and noting that ∂gw(t-t)/∂t=-∂gw(t-t)/∂t gives 

 

(48) 

(49) 

(50) 

(51) 
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𝜕𝜙(𝑧, 𝑡)
𝜕𝑡 =

−1
2𝜋 𝑅𝑒 (

𝑖𝑑𝛤(𝑡)
𝑑𝑡 ln(𝑧 − 𝑥𝑜) + 𝑖𝑈𝛾𝑤(0) ln(𝑧 − 𝑈𝑡) − 𝑖𝑈𝛾𝑤(0) ln(𝑧 − 𝑈𝑡)

+ 𝑖𝑈𝛾𝑤(𝑡) ln(𝑧) − 𝑖𝑈∫
𝛾𝑤(𝑡 − 𝜏)
𝑧 − 𝑈𝜏

𝑑𝜏
𝑡

0

) 

 

Next consider U∂f/∂x which is 

 

𝑈
𝜕𝜙(𝑧, 𝑡)
𝜕𝑥 =

−𝑈
2𝜋 𝑅𝑒(

𝑖Γ(𝑡)
(𝑧 − 𝑥𝑜)

+ 𝑖𝑈∫
𝛾𝑤(𝑡 − 𝜏)
𝑧 − 𝑈𝜏 𝑑𝜏

𝑡

0

) 

 

Then adding these two terms gives 

 

𝜕𝜙(𝑧, 𝑡)
𝜕𝑡 + 𝑈

𝜕𝜙(𝑧, 𝑡)
𝜕𝑥 =

−1
2𝜋 𝑅𝑒 (

𝑖𝑑𝛤(𝑡)
𝑑𝑡 ln(𝑧 − 𝑥𝑜) + 𝑖𝑈𝛾𝑤(𝑡) ln(𝑧) −

𝑖𝑈Γ(𝑡)
(𝑧 − 𝑥𝑜)

) 

 

And replacing gw gives 

 

𝜕𝜙(𝑧, 𝑡)
𝜕𝑡 + 𝑈

𝜕𝜙(𝑧, 𝑡)
𝜕𝑥 =

−1
2𝜋 𝑅𝑒 (

𝑖𝑑𝛤(𝑡)
𝑑𝑡 ln (1 −

𝑥𝑜
𝑧 ) −

𝑖𝑈Γ(𝑡)
(𝑧 − 𝑥𝑜)

) 

 

It follows that the contribution from the wake is only determined by the nonlinear term vi2 

which decays as 1/|z|2 so it will be much smaller in magnitude.  Also note that for |z|>>xo 

(52) 

(53) 

(54) 

(55) 



 61 

it can use the approximation ln(1-xo/z)=xo/z+…. to show that the pressure decays as 1/z at 

large distances for both terms in the above equation.  The pressure perturbation is then 

 

𝑝(𝑡) =
−1
2𝜋 𝑅𝑒 (

𝑖𝑑𝛤(𝑡)
𝑑𝑡 ln (1 −

𝑥𝑜
𝑧 ) −

𝑖𝑈Γ(𝑡)
(𝑧 − 𝑥𝑜)

) −
1
2
|𝑤′|2 

 

The Wagner function gives the variation of lift after a step change in angle of attack as a 

jump that is half the magnitude of the final lift followed by a slow increase that depends 

on (t+2)/(t+4)Lmax or 

 

𝐿𝑚𝑎𝑥(1 − 𝑎𝑒−𝛼𝑡 − 𝑏𝑒−𝛽𝑡)   

 

With a=0.165,b=0.335,𝛼=0.0455,𝛽=0.3.   

 

 Since the circulation and the lift are related by L=rGU and the results can be written in 

terms of the maximum, or final, circulation so we obtain 

 

𝑝(𝑡) =
Γ𝑚𝑎𝑥
2𝜋 𝐼𝑚(

𝑓(1)(𝑡)
(𝑧 − 𝑥𝑜)

− 𝑓(2)(𝑡) ln (1 −
𝑥𝑜
𝑧 )) −

1
2
|𝑤′|2 

  

Where f(2)(t)=∂f(1)/∂t.  

 

𝑓(1)(𝑡) = 1 − 𝑎𝑒−𝛼𝑡 − 𝑏𝑒−𝛽𝑡  

(56) 

(57) 

(58) 

(59) 
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𝑓(2)(𝑡) =
𝛿(𝑡)
2 + 𝐻(𝑡)(𝑎𝛼𝑒−𝛼𝑡 + 𝑏𝛽𝑒−𝛽𝑡)  

 

To obtain the pressure at a point this result is multiplied by rU2. 

 

4.1.3 Membrane Response 

The equation of motion for the displacement of a tensioned membrane is given by 

the wave equation 

    

𝜕2𝜁
𝜕𝑥′2

+
𝜕2𝜁
𝜕𝑦′2

−
1
𝑐𝑡2
𝜕2𝜁
𝜕𝑡2 = −

𝑝(𝑥′, 𝑦′, 𝑡)
𝑚𝑎𝑐𝑡2

 

 

Where z is the surface displacement, the membrane coordinates are x’,y’ where y’ is 

along the span and x’ is in the direction of the flow. If the trailing edge of the airfoil is at 

x’=xc’ then x=x’-xc’. Also,  ct=(∂T/ra)1/2/U is the speed of the wave in the membrane non-

dimensionalized by the free stream speed, and ra=58gm/m2 is the mass per unit area, and 

the tension per unit length is ∂T=50 N/m so ct=29.36/U. To be consistent with the 

normalization used above, the pressure p is non dimensional, all lengths are normalized 

on c/2, time by c/2U and ma=2ra/roc.  

To solve this equation, the displacement is expanded in the membrane modes that 

satisfy the boundary conditions at the edges of the membrane 

 

𝜁(𝑥′, 𝑦′, 𝑡) = ∑ ∑𝐴𝑚𝑛(𝑡)Φ𝑚𝑛(𝑥′, 𝑦′)
∞

𝑛=1

∞

𝑚=1

 

(60) 

(61) 

(62) 
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Where 

 

Φ𝑚𝑛(𝑥′, 𝑦′) = sin(
𝑚𝜋𝑥′

𝐿𝑥
) sin (

𝑚𝜋𝑦′

𝐿𝑦
) 

 

so 

 

1
𝑐𝑡2
 𝜕2𝐴𝑚𝑛(𝑡)

𝜕𝑡2 + ((
𝑚𝜋
𝐿𝑥
)
2
+ (

𝑛𝜋
𝐿𝑦
)
2

)𝐴𝑚𝑛(𝑡)

=
4

𝑚𝑎𝑐𝑡2𝐿𝑥𝐿𝑦
∫
𝐿𝑥

0
∫
𝐿𝑦

0
𝑝(𝑥′, 𝑦′, 𝑡)Φ𝑚𝑛(𝑥′, 𝑦′)𝑑𝑥′𝑑𝑦′ 

 

Now if the displacement is stationary for t<0 the Laplace transform can be taken of this 

equation and solve for Amn(t) as 

 

𝐴𝑚𝑛(𝑡)

= 𝐿−1

[
 
 
 
 

4

𝑚𝑎𝑐𝑡2𝐿𝑥𝐿𝑦 (
𝑠2
𝑐𝑡2
+ (𝑚𝜋𝐿𝑥

)
2
+ (𝑛𝜋𝐿𝑦

)
2
)
∫ ∫ 𝐿[𝑝(𝑥′, 𝑦′, 𝑡)]𝛷𝑚𝑛(𝑥′, 𝑦′)𝑑𝑥′𝑑𝑦′

𝐿𝑦

0

𝐿𝑥

0

]
 
 
 
 
  

 

Where L[] and L-1[] represent a Laplace transform and it’s inverse. 

For this problem the pressure can be split into two parts, 

p(x’,y’,t)=f(t)g(1)(x’,y’)+∂f/∂t(g(2)(x’,y’) and so we find that 

(63) 

(64) 

(65) 
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𝐴𝑚𝑛
(𝑖) (𝑡) =

𝐺𝑚𝑛
(𝑖) 𝑓𝑚𝑛

(𝑖)(𝑡)
𝑚𝑎

 

𝑓𝑚𝑛
(𝑖)(𝑡) = 𝐿−1 [

𝐿[𝑓(𝑖)(𝑡)]
(𝑠2 + 𝜔𝑚𝑛2 )] 

 

Where 𝐺𝑚𝑛
(𝑖) = (4/(𝐿𝑥𝐿𝑦)∫ ∫ 𝑔(𝑖)(𝑥′, 𝑦′)𝛷𝑚𝑛(𝑥′, 𝑦′)𝑑𝑥′𝑑𝑦′

𝐿𝑦
0

𝐿𝑥
0  and 

wmn2=(mπct/Lx)2+(nπct/Ly)2 

From the definition of the Wagner function  

 

𝑓(1)(𝑡) = 1 − 𝑎𝑒−𝛼𝑡 − 𝑏𝑒−𝛽𝑡   

 

Where a=0.165,b=0.335,a=0.0455,b=0.3.  And so  

 

𝐿[𝑓(1)(𝑡)] =
1
𝑠 −

𝑎
𝑠 + 𝛼 −

𝑏
𝑠 + 𝛽 

and 

 

𝑓𝑚𝑛
(1)(𝑡) =

(

 
 1 − cos(𝜔𝑚𝑛𝑡)

𝜔𝑚𝑛2
− 𝑎 (

𝑒−𝛼𝑡 − ( 𝛼
𝜔𝑚𝑛

)sin(𝜔𝑚𝑛𝑡)−cos(𝜔𝑚𝑛𝑡)

𝜔𝑚𝑛2 + 𝛼2
)

− 𝑏(
𝑒−𝛽𝑡 − ( 𝛽

𝜔𝑚𝑛
) sin(𝜔𝑚𝑛𝑡)−cos(𝜔𝑚𝑛𝑡)

𝜔𝑚𝑛2 +  𝛽2 )

)

 
 

 

(66) 

(67) 

(68) 

(69) 

(70) 
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A similar expression is obtained for fmn(2)(t) since f(2)(t)=∂f(1)/∂t  

 

𝐿[𝑓(2)(𝑡)] = 1 −
𝑎𝑠
𝑠 + 𝛼 −

𝑏𝑠
𝑠 + 𝛽 

 

and 

 

𝑓𝑚𝑛
(2)(𝑡) = (

sin(𝜔𝑚𝑛𝑡)
𝜔𝑚𝑛

− 𝑎 (
𝛼𝑒−𝛼𝑡 − 𝛼 cos(𝜔𝑚𝑛𝑡)−𝜔𝑚𝑛sin(𝜔𝑚𝑛𝑡)

𝜔𝑚𝑛2 + 𝛼2 )

− 𝑏 (
𝛽𝑒−𝛽𝑡 − 𝛽 cos(𝜔𝑚𝑛𝑡)−ωmnsin(𝜔𝑚𝑛𝑡)

𝜔𝑚𝑛2 + 𝛽2 )) 

 

Gmn(i) is defined as 

 

𝐺𝑚𝑛
(𝑖) = [

4
𝐿𝑥𝐿𝑦

∫ ∫ 𝑔(𝑖)(𝑥′, 𝑦′)𝛷𝑚𝑛(𝑥′, 𝑦′)𝑑𝑥′𝑑𝑦′
𝐿𝑦

0

𝐿𝑥

0
]  

 

For pulse type (1)  

 

𝑔(1)(𝑥′, 𝑦′) = 𝐼𝑚 (
1

𝑥′ − 𝑥𝑐′ − 𝑥𝑜 + 𝑖ℎ
) = −

ℎ
((𝑥′ − 𝑥𝑐′ − 𝑥𝑜)2 + ℎ2

 

 

And 

(71) 

(72) 

(73) 

(74) 
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𝐺𝑚𝑛
(1) = [

4
𝐿𝑥𝐿𝑦

∫ ∫
ℎ𝑠𝑖𝑛 (𝑚𝜋𝑥

′

𝐿𝑥
) 𝑠𝑖𝑛 (𝑛𝜋𝑦

′

𝐿𝑦
)

((𝑥′ − 𝑥𝑐′ − 𝑥𝑜)2 + ℎ2)
𝑑𝑥′𝑑𝑦′

𝐿𝑦

0

𝐿𝑥

0
]  

 

Where h is the distance of the wall from the airfoil. This gives 

 

𝐺𝑚𝑛
(1) = [

4
𝐿𝑥𝐿𝑦

∫ ∫
ℎ𝑠𝑖𝑛 (𝑚𝜋𝑥

′

𝐿𝑥
) 𝑠𝑖𝑛 (𝑛𝜋𝑦

′

𝐿𝑦
)

((𝑥′ − 𝑥𝑐′ − 𝑥𝑜)2 + ℎ2)
𝑑𝑥′𝑑𝑦′

𝐿𝑦

0

𝐿𝑥

0
]

=
4ℎ
𝐿𝑥
(
1 − (−1)𝑛

𝑛𝜋  )∫
𝐿𝑥−𝑥′𝑐−𝑥𝑜

−𝑥′𝑐−𝑥𝑜

𝑠𝑖𝑛 (𝑚𝜋(𝛾 + 𝑥
′
𝑐 + 𝑥𝑜

𝐿𝑥
)

(𝛾2 + ℎ2) 𝑑𝛾 

 

If xc~Lx/2>>1 this integral is approximated as 

 

𝐺𝑚𝑛
(1) =

4ℎ
𝐿𝑥
(
1 − (−1)𝑛

𝑛𝜋  )∫
∞

−∞

𝑠𝑖𝑛 (𝑚𝜋(𝛾 + 𝑥
′
𝑐 + 𝑥𝑜)

𝐿𝑥
)

(𝛾2 + ℎ2) 𝑑𝛾

=
4ℎ
𝐿𝑥
(
1 − (−1)𝑛

𝑛𝜋  )∫
∞

−∞

𝑒𝑥𝑝 (𝑖𝑚𝜋(𝛾 + 𝑥𝑐
′ + 𝑥𝑜)

𝐿𝑥
) − 𝑒𝑥𝑝 (−𝑖𝑚𝜋(𝛾 + 𝑥

′
𝑐 + 𝑥𝑜)

𝐿𝑥
)

2𝑖(𝛾2 + ℎ2) 𝑑𝛾

=
4ℎ
𝐿𝑥
(
1 − (−1)𝑛

𝑛𝜋
 )
𝑒𝑥𝑝 (

𝑖𝑚𝜋(𝑥′𝑐 + 𝑥𝑜)
𝐿𝑥

) − 𝑒𝑥𝑝(−𝑖𝑚𝜋(𝑥
′
𝑐 + 𝑥𝑜)

𝐿𝑥
)

4𝑖ℎ
𝑒−

𝑚𝜋ℎ
𝐿𝑥

=
2
𝐿𝑥
(
1 − (−1)𝑛

𝑛𝜋  )𝑠𝑖𝑛 (
𝑚𝜋(𝑥′𝑐 + 𝑥𝑜)

𝐿𝑥
)𝑒−

𝑚𝜋ℎ
𝐿𝑥  

 

 

(75) 

(76) 

(77) 
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For pulse type (2) 

 

𝑔(2)(𝑥′, 𝑦′) = 𝐼𝑚(ln(𝑧 − 𝑥𝑜) − ln(𝑧)) 

 

And note that 

 

𝜕𝑔(2)(𝑥′, 𝑦′)
𝜕𝑥′ = 𝐼𝑚 (

1
𝑥′ − 𝑥𝑐′ − 𝑥𝑜 + 𝑖ℎ

−
1

𝑥′ − 𝑥𝑐′ + 𝑖ℎ
) 

 

Continuing, integrating by parts gives 

 

𝐺𝑚𝑛
(2) =

4
𝐿𝑥
(
1 − (−1)𝑛

𝑛𝜋  )∫
∞

−∞
𝑠𝑖𝑛 (

𝑚𝜋(𝛾 + 𝑥′𝑐 + 𝑥𝑜)
𝐿𝑥

)𝑔(2)(𝑥′, 0)𝑑𝛾

=
4
𝑚𝜋(

1 − (−1)𝑛

𝑛𝜋  )∫
∞

−∞
𝑐𝑜𝑠 (

𝑚𝜋(𝛾 + 𝑥′𝑐 + 𝑥𝑜)
𝐿𝑥

)
𝜕𝑔(2)(𝑥′, 0)

𝜕𝑥′  𝑑𝛾

=
2ℎ
𝑚𝜋(

1 − (−1)𝑛

𝑛𝜋  )(𝑐𝑜𝑠 (
𝑚𝜋(𝑥′𝑐 + 𝑥𝑜)

𝐿𝑥
)−𝑐𝑜𝑠 (

𝑚𝜋(𝑥′𝑐)
𝐿𝑥

) )𝑒−
𝑚𝜋ℎ
𝐿𝑥  

 

 

4.2 Sheet Vortex Model and Kevlar Membrane Results 

The response of a Kevlar membrane due to a step change in angle of attack 

described by the Wagner’s function is shown in figure 27. The tension of the membrane 

is 50 N/m and the flow speed is 30 m/s. The nonlinear term vi2 was not accounted for be 

it decays as 1/|z|2  and it is much smaller in magnitude. The response was calculated at the 

(78) 

(79) 

(80) 
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airfoil’s trailing edge and at a y location of h/c for a range of time. The displacement of 

the membrane due to the airfoil has a magnitude of 10 cm and the displacement due to 

the wake would be much smaller. 

 

 

Figure 27: Kevlar Membrane Displacement at The Trailing Edge. 

 

The tension of the membrane was varied to find the effects that tension has on the 

membrane response. The results shown in figure 28 are for three different tensions being 

10, 50 and 2000 N/m and for a flow speed of 30 m/s. When the tension was reduced to 10 

N/m the response of the membrane grew to 35 cm. When the tension was increased to 
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2000 N/m the response of the membrane reduced to .01 cm. The membrane response for 

a tension of 2000 N/m are similar to the results obtained by Brown et al. [4] in figure (3). 

 

 

Figure 28: Kevlar Membrane Response at The Trailing Edge for Various Tension 

 

The flow speed of the wind tunnel was varied to find the effects that flow speed 

has on the membrane response. The results shown in figure 29 are for three different flow 

speeds being 10, 30 and 50 m/s and for a tension of 30 N/m. When the flow speed was 

reduced to 10 m/s the response of the membrane peaked at 2 cm. When the flow speed 

was increased to 50 m/s the response of the membrane peaked around 20 cm. Tension 

and flow speed have an inverse relationship on the response of the membrane. 
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Figure 29: Kevlar Membrane Response at The Trailing Edge for Various Flow Speeds. 

 

4.3 Sheet Vortex Model and Kevlar Membrane Conclusions 

• The smallest and largest displacements were 0.01 cm and 35 cm respectively. The 

membrane response was influenced the most by changes in tension compared to 

changes in flow speed. 

• The membrane response for a tension of 2000 N/m are similar to the results 

obtained by Brown et al. [4] in figure (3). 

• Tension and flow speed have an inverse relationship on the response of the 

membrane. As the tension is increased the response is reduced and as the flow 

speed is increased the response is amplified. 
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• This Kevlar displacement method can measure the circulation around the airfoil 

which makes it an alternative method to force balance and unsteady lift 

measurements. 

• The wake is only determined by the nonlinear term vi2 which decays as 1/|z|2 so it 

will be much smaller in magnitude. This means that the motion of the Kevlar is 

dominated by the effects of the airfoil and not the wake. 

• Wall pressure transducers are required to measure the pressure perturbation of the 

wake. 
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Chapter 5: Discussion 

5.1 Simple Vortex Model 

The proposed measurement technique was used to analyze the startup vortex of an 

airfoil caused by a step change in angle of attack described by the Wagner’s function. 

Potential flow theory was used to model the airfoil as a simple vortex and the shed vortex 

as an equal and opposite vortex. The impervious boundary condition for the 2 test section 

walls were approximated with a summation of 98 image vortices for each vortex, 49 

above and 49 below. The images vortices reduced the velocity normal to the wall to ~10-4 

and this was sufficiently small. Since potential flow theory requires an ideal flow 

approximation, viscous flow effects were neglected such as flow separation and 

boundaries layers. This means that the flow used in the analysis of this thesis is different 

from the flow during a physical experiment. During real world wind tunnel experiments, 

a turbulent boundary layer forms along the wall that emits rapid pressure fluctuations. An 

empirical interpolation formula, created by Goody, was used to estimate the wall pressure 

frequency spectrum of the wall turbulent boundary layer so that rms pressure at the wall 

could be approximated [1]. The estimated 𝐶𝑃𝑟𝑚𝑠 was found to be of the order of 10-2 and 

is relatively small compared to the 𝐶𝑝 values that peak around 2.2. 

The time history of the transient flow for a startup vortex of an airfoil caused by a 

step change in angle of attack was divided into 2 regimes, time before and time after the 

critical time. Bernoulli’s equation for unsteady potential flows was used to derive the 
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governing equations for the pressure along the wall for both these flow regimes. An 

important part of this model was to accurately estimate the critical time of vortex 

separation. The critical time was approximated to be 10 seconds by determining the time 

it takes for the Wagner function to reach 92 percent of its true value. This could be a 

possible source of error and future real world experiments should include measuring the 

critical time of vortex separation. The Wagner function was also used to model the 

growth of the strength of the startup vortex as a function of time for time less than the 

critical time. 

After the critical time is reached, the startup vortex begins to separate from the 

trailing edge and both its strength and position could be a function of time. It was 

assumed that the convection speed grows linearly with time and the acceleration time is 

half of the convection period. The convection period has a large effect on the wall 

pressure signal and accurately estimating its value is another important part of this 

analysis. Varying the convection period resulted in signals with different shapes and 

maxima values. Unfortunately, this value is unknown, and it must be measured during 

physical wind tunnel experiments. This could be a possible source of error. Furthermore, 

in this analysis the strength of the shed vortex was held constant while it accelerated 

downstream. In reality, its strength could change during acceleration. This was not 

accounted for an could be another source of error. 

The time varying pressure signal using a convection period of 50 seconds was 

obtained for multiple locations along the wind tunnel wall. The results for a transducer 

imbedded into the wind tunnel wall at the mid chord point shows a positive pressure 

wave with a peak at 1.2 that converges to a value around 1. The discontinuity that occurs 
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during critical time is due to the shed vortex separating from the trailing edge as it begins 

to accelerate downstream due to an instantaneous change in angle of attack. The signal is 

100 times greater than the estimated background noise from the turbulent boundary layer 

along the wall. This signal has a non-zero starting point that would make frequency 

analysis difficult, so this is not an ideal location for a transducer. 

The results for a transducer imbedded into the wind tunnel wall located 1 chord 

length downstream shows that the signal starts to reverse because here the signal is 

comprised of the airfoil signature and the wake signature. There is another discontinuity 

that occurs at the critical time. This signal starts at zero and this position is a possible 

location to place transducer, but the signal is in the process of reversing and is dominated 

by the airfoil signature. 

 The results for a transducer imbedded into the wind tunnel wall located 3 chord 

length downstream shows a signal that is entirely negative, starts at zero and converges to 

a value of -0.2. This is because the signal contains the whole pressure wave of the wake 

and the airfoil signature is minimal. This is an idea location to place a transducer to 

measure the wake signature. 

Gaussian noise with a magnitude equal to the estimate rms pressure of the wall 

turbulent boundary layer was added to the signal. This was done to simulate noise that 

may be present in physical wind tunnel measurements. Spectral analysis of the noisy 

signal revealed that the pressure wave induced by the startup vortex occurs at a 

nondimensional frequency around 0.1 and broad band noise across all frequencies. At 

digital band pass filter was able to remove most of the noise even at 10 time the estimate 

noise levels. 
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The discontinuity in the pressure time signal is an error that reduces the accuracy 

of the pressure estimates. A more accurate model is explored in the next section. 

 

5.2 Vortex Sheet Model and Kevlar Wall Response 

This  model used a vortex sheet to describe the wake of the airfoil. This model 

also used potential flow theory, so the flow is ideal. The displacement of the airfoil in the 

y direction is ignored and this is valid for thin airfoil theory. The effect of the wind 

tunnels walls has been investigated in detail for the simple vortex model but in this 

section the effects have been omitted. It was found that the contribution from the wake is 

determined by the nonlinear term vi2 which decays as 1/|z|2 so it will be much smaller in 

magnitude. So, the analysis for the Kevlar wall response only considered the contribution 

of the linear term, or the circulation around the airfoil and not its wake. This model led to 

a solution for the response of a Kevlar wall through Laplace transforms which the first 

model could not. The Kevlar membrane response showed that it is possible to measure 

the unsteady circulation and therefore the unsteady lift of an airfoil, but the wake 

signature is too small in magnitude to measure this way. 

The effects of flow speed and membrane tension on the membrane response were 

explored. It was found that flow speed and membrane tension have an inverse 

relationship. At higher flow speeds the membrane had a larger displacement while at 

larger tensions the membrane had smaller displacement. This makes sense intuitively. 

Finally, the membrane displacement for a tension of 2000 N/m is similar to those of 

Brown et al. [4].  
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Chapter 6: Conclusion 

6.1 Conclusion 

• Two models of an airfoil were created based on thin airfoil theory. The simple 

vortex model was the most basic way to represent the airfoil and its wake. The 

airfoil and its wake based on step change in angle of attack were modeled 

according to Kelvins theorem as two equal and opposite vortices. The pressure 

signal produced by this model was comprised of the airfoil vortex signature and 

the wake vortex signature. It was determined that at 3 chord lengths or more 

downstream the wake signature is dominate and can be obtained. The pressure 

signal from this model had a discontinuity at the critical time due to the 

instantaneous change in angle of attack described by the Wagner function. This is  

unrealistic and adds inaccuracy to the results. 

• The critical time at which the starting vortex of an airfoil separates and begins to 

convect downstream was determined by the Wagner’s function at 92 percent of its 

true value. Furthermore, the unsteady circulation and lift were determined by the 

Wagner function which created a discontinuity in the pressure time signal. This is 

an unrealistic result. 

• The critical time should be investigated more accurately via physical wind tunnel 

experiments to obtain a more realistic model. 

• The acceleration of the starting vortex as it begins to convect downstream was 

assumed to grown linearly with time and to reach a mean value at half of the 
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period of acceleration. The convection acceleration period has a direct effect on 

the pressure signature along the wall and its true value is only determined by 

physical wind tunnel experiments. Since the acceleration period is unknown, 6 

different values were explored and a period of T=50 was chosen for the simple 

vortex model.  

• Goody’s model of wall pressure frequency spectrum for a turbulent boundary 

layer was used to estimate the background noise. The rms estimates were much 

smaller than the desired pressure wave from the startup vortex of the airfoil. A 

digital bandpass filter was able to remove noise from the signal at 10 times the 

estimated background noise. Therefore, the signal induced by the airfoil is 

sufficiently large enough to be obtained by a wall mounted pressure transducer. 

• The second model represents the airfoil as a vortex and the wake as a vortex 

sheet. This model was also based on a step change in angle of attack described by 

the Wagner function so the signal also had a discontinuity at the critical time. This 

model led to a solution for the response of a Kevlar wall through Laplace 

transforms which the first model could not. The accuracy of this model can be 

improved by considering the wake term and using a different forcing function to 

describe the rate of change in angle of attack. 

• The wake is determined by the nonlinear term vi2 which decays as 1/|z|2 so it will 

be much smaller in magnitude. This means that the motion of the Kevlar is 

dominated by the effects of the circulation about the airfoil and not the wake. 
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• The smallest and largest displacements were 0.01 cm and 35 cm respectively and 

they were caused by a change in membrane tension. The membrane response was 

influenced the most by changes in tension compared to changes in flow speed. 

• The membrane displacement for a tension of 2000 N/m is similar to those of 

Brown et al. [4]. 

• The Kevlar displacement method can measure the unsteady circulation and the 

unsteady lift of an airfoil. This serves as a noninvasive method for invasive force 

balance measurements for unsteady lift. This would allow for better acoustic 

measurements as there would be no noise produced by the flow around equipment 

placed into the flow. 

• The wake signature is dominated by the nonlinear term vi2 so wall pressure 

transducers are required to measure the pressure perturbation of the wake. 

• The pressure history of a wake can be obtained with a 2 dimensional array of wall 

mounted pressure transducers, providing a promising noninvasive method of 

measuring wall pressures of a transient flow.  

 

6.2 Recommendations 

• A new model of the airfoil and its wake can be created using conformal mapping 

that could describe the velocities of the flow more accurately. 

• Physical wind tunnel experiments should be conducted to better estimate the 

critical time of vortex separation and the convection acceleration period. Physical 

experiments will also determine the accuracy of the proposed measurement 

method relative to current methods. 
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• Investigate different forcing functions to vary the rate of change of angle of attack 

such as a ramp function or a Gaussian function. 

• The wake signature should be investigated by considering the contribution of the 

nonlinear term of the Bernoulli’s equation. Furthermore, the rate of change of 

angle of attack should be varied according to other functions such as a ramp and a 

Gaussian forcing function. 
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Chapter 7: Appendix 

7.1 Additional Information on Kenneth Brown’s Work 

 Determining a load from deflection, for instance calculating the pressure along a 

Kevlar wall from its displacement, creates an inverse problem. The governing 

equilibrium equations in structural mechanics relates the derivative of the displacement 

field to loading applied to the opposite side [4]. Taking a derivative of the displacement 

field dramatically increases any errors that are contained in the data set. This means that a 

very small error in a sensor’s measurement may be magnified to a significant amount that 

could discredit the final results. According to Brown et al.’s [4], the magnified error due 

to differentiation can be mitigated by various regularization techniques. Brown et al.’s [4] 

approach used a finite-element study and then treated the displacement input by 

projecting the displacement measurements onto a coarse grid using 𝐶2continuous 

triangulation-based bicubic interpolation. Then the data set was regularized by least-

squares projecting the data onto basis functions [4]. Additionally, a series of basis 

functions were used so that the accuracy of the solution is determined by the number of 

terms kept in the series [4]. Brown et al.’s [4] utilized the following global polynomial 

for the basis function. 

 

𝑢 =∑∑𝑙𝑖𝑗𝑥𝑖𝑦𝑗
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𝑎
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𝑑
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𝑓

𝑗=0

  
𝑒

𝑖=𝑜
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Least squared regression of the data was used to obtain the coefficients 𝑙𝑖𝑗 𝑚𝑖𝑗 𝑛𝑖𝑗, x and 

y were the distance from the origin in the respective directions and a sensitivity study was 

used to decide the values for a, b, c, d, e, and f  [4].  

 The Kevlar used in this study consisted of woven Kevlar fabrics that ran in 

perpendicular directions to form a sheet. The ratio of the length of the periodic micro-

scale to the length scale of the Kevlar sheet was used to determine if the sheet could be 

assumed as a continuous material [4]. With 13 pores per centimeter and an overall length 

of 1.85 meter, the fabric was assumed to be continuous, and the orthotropic elastic lamina 

was chosen as the continuum model [4]. The 2 directions of the woven fibers were 

modeled by two perpendicular plans of elasticity, the material was approximated as linear 

since the strains are sufficiently small and the small thickness of the material aloud for 

that twisting and bending stresses to be assumed zero. Brown et al.’s [4] considered a 

differential membrane element to derive the following governing equations for the strain 

displacement relationship. 
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The relationship between stress and strain for an orthotropic elastic membrane are as 

follows where T is the tension, E is the elastic moduli, v is Poisson’s ratio, G is the shear 

modulus, H is the fabric thickness and where the 𝜀 subscript indicates the strain induced 

tension [4]. 

 

(82) 
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𝑇𝑥,𝜀 =
𝐸𝑥𝐻

1 − 𝑣𝑥𝑦𝑣𝑦𝑥
(𝜀𝑥 + 𝑣𝑦𝑥𝜀𝑦)      𝑇𝑦,𝜀 =

𝐸𝑦𝐻
1 − 𝑣𝑥𝑦𝑣𝑦𝑥

(𝜀𝑦 + 𝑣𝑥𝑦𝜀𝑥)      𝑇𝑥𝑦,𝜀 = 𝐺𝐻𝛾𝑥𝑦  

  

(83) 
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