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In recent years, a plethora of wireless applications such as Bluetooth and Ultra-wide 

band (UWB) radio have emerged. This drastic increase has overly congested the 

spectrum. So, new networks such as cognitive radios that can solve the spectrum 

congestion have emerged. But in such networks, interference is introduced at the physical 

layer. We study and develop an interference model capable of capturing the intrinsic 

characteristics of the coexistence of such wireless applications. We investigate the effect 

of interference using device isolation probability or outage probability in presence 

Rayleigh and Nakagami-m fading at the physical layer and the impact of lognormal 

shadowing. We assume that the devices are either deterministically placed or randomly 

distributed according to a Poisson point process. We derive explicit expressions for the 

isolation probability and outage probability that give insight into how these channel 

impairments affect communication in these applications. We use computer simulations to 

validate our analytical results. 
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 CHAPTER 1  

INTRODUCTION 

 

 1.1 General Overview 

Enormous improvements in very large scale integration (VLSI) and fabrication 

processes made in previous years have led to great advancements in electronics such that 

reliable, complex, and sensitive wireless communication systems are available to 

aggressively utilize spectral resources. Examples of such systems are cellular systems, 

self-organizing networks, cognitive radio networks, satellite networks, broadband 

wireless access systems, and vehicular ad hoc networks (VANET); see Figure 1.  

 

 

 

 

 

 

 

Figure 1: Wireless communication system network architecture [8]. 

Communication in most of these systems relies on the reuse of the spectral resource and 

the physical nature of the wireless channel. 
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 1.2 Challenges in Wireless Communication 

Communication over the wireless channel is impaired by factors such as wireless 

propagation effects, thermal noise, and interference.  The wireless propagation effects 

may comprise of transmitted signal attenuation due to distance-dependency (path loss), 

large objects blocking the transmitted signal (shadow fading), and receiving several 

copies of the original transmitted signal (multipath fading). Thermal noise is due to the 

receiver electronics where the electrons in the conductors move constantly in all 

directions at random velocities and introduce sporadic currents. Thermal noise is mostly 

modeled in the literature as additive white Gaussian noise (AWGN). 

Spectral resource reuse is used to enhance network capacity; but on the other hand, it 

introduces interference such as co-channel interference (CCI), adjacent-channel 

interference (ACI), and self-interference. Interference occurs at the receiver’s physical 

layer and is due to undesired transmissions from other transmitters in the network 

impeding the proper reception of the desired signal. These interfering signals can 

severely degrade performance of the system by dropping the signal to interference ratio 

(SIR) of the received signal below acceptable levels. Interference also introduces the 

near-far effect phenomenon, where nearby signals are stronger and impede proper 

reception of weaker far away signals. 

CCI occurs when transmitters in separate cells that are in different clusters transmit 

using the same frequency (frequency reuse). ACI occurs when transmitters in a given 

cluster transmit using different but close channel frequencies whose side-lobes overlap. 

See Figure 2 that illustrates the origins of ACI and CCI. ACI is mainly due to filter 

imperfections at the receiver that hinder the filtration of the nearby frequencies; thus  
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letting them to creep into the pass-band. 

Co‐channel 
interference

Adjacent channel 
interference

Co‐channel 
cells

Adjacent 
channel cells

 

Figure 2: CCI and ACI in a cellular network [27]. 

When a wireless device can operate in a full duplex mode, the local transmit power 

appears at the receiver as part of the received signal. But, the transmit power level is 

much greater than the received signal power; thus drowning the received signal. This is 

called self-interference (SI).  

 

 

Figure 3: a) Generalized model geometry [56] and b) self-interference components. 
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 1.3 Interference Modeling 

Recently, there has been significant interest in accurate and efficient interference 

modeling techniques in the literature. This is mainly due to fact that interference 

modeling plays a significant role in the understanding and analyzing the impact of 

interference, and designing and developing excellent interference mitigation techniques 

for wireless communication systems. According to [16, 74], a good interference model 

should capture the following fundamental components: a propagation model that 

describes the propagation effects the received signal experiences such as path loss, 

fading, shadowing, and interference; a spatial distribution of the interferers that takes into 

account the spatial distribution of the transmitters in the network; and a network 

operation model that describes the transmission characteristics of the network terminals 

such as medium access control techniques (random access and deterministic access), 

power control, and modulation techniques.  

Spatial distribution of the interferers is vital in the analysis of the impact of 

interference on network performance. The location of the interferers plays a significant 

role in the analysis. The distribution of the locations of the interferers may be 

deterministic, random, or a hybrid of both. The deterministic scheme is where the 

placement of the interfering devices follows a regular pattern. Thus, the position of each 

device and its neighbors are known. 

For example, in square, triangular, and hexagon position grids as seen in Figure 4, 

the devices are placed at the corresponding vertices such that the distance between close 

neighbors is the same and each device has exactly the same number of nearest neighbors. 

For example, some systems such as cellular networks and ad hoc networks are considered 
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a) b) c) 

 

 

 

Figure 4: a) Square, b) Triangular, and c) Hexagon network topologies [43]. 

deterministic because the locations of the devices are known exactly  

In a random scheme, there is less control on the placement or location of the devices. 

For example, in a case where the devices are dropped out of a plane or fired using a gun; 

their actual locations are unknown. Since the location of the devices in the network are 

unknown, it is lucid to assume that a device is equally likely to be somewhere within the 

network and its position is independent from the positions of all the other devices. Thus 

the location of the interferers can be statistically described. To capture the actual 

positions of the devices adequately, a suitable probability distribution must be selected. 

Examples of distributions used for such topologies are Poisson point process (PPP), 

Binomial point process, and Matern point process. In [33], the benefits and tradeoffs of 

using either regular or random network topologies are presented. The authors in [43] 

analyzed the throughput and transmit probability for both regular and random networks. 

 1.4 Interference Mitigation 

In order to improve data throughput, signal-to-interference ratio, and increase co-

existing users, various mitigation techniques have been used in different communication 

applications. Simple mitigation techniques for ACI may include use of superior band-
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pass filter design techniques for the receiver, use of transmission schemes with low out-

of-bound emissions, assigning channel frequencies that are further apart, and use of 

digital signal processing equalizer techniques [27]. The techniques discussed include 

interference cancellation, diversity, and power control. 

 1.4.1 Interference Cancellation 

Successive interference cancellation (SIC) and parallel interference cancellation 

(PIC) are some of the most commonly employed cancellation techniques at the receiver. 

SIC is a simple but powerful iterative scheme that orders the received signals according 

to their likelihood of being decoded with the strongest signal being first. The decoded 

signal is reconstructed and subtracted from the received signal. The whole process is 

repeated for all the other signals. In this scheme, the weak signals profit from the stronger 

signals being canceled out before the weak ones are decoded.  PIC is an iterative scheme 

that uses multiple decoders to decode and cancel out multiple signals simultaneously. PIC 

helps to combat the time delay experienced by SIC technique.  

 1.4.2 Diversity 

Diversity can be achieved by transmitting and receiving multiple replicas of the 

signal. The received signals are presumed to experience independent or uncorrelated 

fading. Since the transmit power will be different for each signal, the received signal-to-

noise ratio (SNR) fluctuates randomly. At the receiver end, different linear detection 

techniques such as maximal ratio combining (MRC) and equal gain combining (EGC) 

can be used to coherently combine the replicas of the originally transmitted signal to 
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enhance reliable reception. Multiple-input, multiple-output (MIMO) systems are good 

examples of systems that benefit from using diversity. 

 1.4.3 Power Control 

High transmitting power levels are known to improve the quality of the received 

signal at a cell site; but this introduces the near-far effect within the cell and interference 

in the neighboring cell sites. To combat these effects, power control techniques are used 

where the power levels transmitted are constantly adjusted to meet the minimum power 

required to maintain a good quality link. An example is the power control scheme in code 

division multiple access (CDMA) where the system capacity is maximized if the transmit 

power of each user is controlled so that the transmitted signals arrive at the cell site with 

the minimum required signal to noise ratio [57]. Power control helps also to increase the 

device’s battery life. 

 1.5 Performance Measures 

In any wireless communication application, it is imperative to identify a method to 

quantify the performance of the system. There are several measures of performance used 

to evaluate real communication systems; namely, average SNR, outage probability, 

connectivity, and so on. 

 1.6 Thesis Objective 

In wireless ad hoc and sensor networks, multihop transmissions are essential in 

improving the throughput and extending coverage.  So, connectivity of a node to a 

neighboring node is necessary to successfully relay the transmitted message from the 
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source to the destination. However in such networks there many simultaneous 

transmissions such that the signals transmitted at the same time will mutually interfere 

with each other.  Therefore, excellent and efficient analysis, design, and implementation 

of interference mitigation schemes are needed to ensure connectivity. Most of the 

proposed solutions depend on the complex computation in the media access control 

(MAC) layer. However, for systems like wireless sensor networks (WSNs), it is 

impractical for the devices to have the computational sophistication and power to 

mitigate interference.  For some applications such as jamming in battle field environment,   

it is impractical to assume a deterministic device placement. Thus, the main objective of 

thesis is to investigate the impact of interference on the isolation probability and the 

outage probability in such networks.  

 1.7 Thesis Organization 

The thesis begins with a discussion of the system models in Chapter 2. Section 2.1 

deals with the topology models for the devices in the network. Propagation models are 

described in Section 2.2 and channel models are described in Section 2.3. In Chapter 3, 

interference models and performance measures are discussed. Section 3.1 deals with 

interference modeling and performance measures for fixed and random number of 

interferers. The most used interference models were presented in Section 3.2. The various 

performance measures are discussed in Section 3.3.  

In Chapter 4 we discuss the performance analysis of connectivity using device 

isolation probability. Section 4.1 offers an introduction, Section 4.2, Section 4.3, Section 

4.4, covers the propagation effects on connectivity for noise-limited systems, systems 
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with fixed number of interferers, and systems with random number of interferers, 

respectively. Computer simulation results are presented in Section 4.6. 

In Chapter 5, we analyze the impact of interference on outage probability. Section 

5.1 offers an overview and introduction; Section 5.2 discusses the outage probability for 

both systems with fixed and random number of interferers using the distribution function 

(PDF) approach and the moment generating function (MGF) approach. In Chapter 6, 

applications that use our analysis are presented. The simulation results for outage 

probability are analyzed and discussed in Chapter 7. In Chapter 8 includes summary and 

conclusion and future research directions. 

Appendices include some of the derivations and MATLAB codes used in our 

analysis. Bibliography includes different technical journals, textbooks, and some other 

materials that were used in preparing the thesis. 
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 CHAPTER 2  

SYSTEM MODELS 

 

 2.1 Introduction 

Transmissions in wireless environments are exposed to a variety of channel 

impairments, including path loss, interference, multipath and shadow fading. In this 

chapter, we discuss models used to capture the effects for path loss, multipath and 

shadow fading, and interference. Multipath fading models are also known as short-term 

fading models while shadow fading models also referred to as long-term fading models. 

In some applications, models that take in account both multipath and shadow fading are 

preferred; and these are known as composite fading models. 

 2.2 Propagation Models  

A path-loss model accounts for transmitted power dissipation due to the distance 

travelled by the signal. The received signal power decays exponential with transmitter-

receiver distance. Consider a device transmitting at fixed power txP  and the transmitted 

signal travels a distance r  to the desired receiver, through a wireless channel with path-

loss coefficient  . The received power RP  at the receiver can be modeled using the 

simplified path-loss model as [55] 

  R txP P Ar   (2.1) 
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where A is a constant that accounts for antenna gains. The path-loss coefficient   takes 

values in the range 2 6  , depending on the channel environment. However, some 

authors have claimed that path-loss coefficient can also be random when the propagation 

environment changes erratically. For example, in [24] the authors showed that the path-

loss coefficient varies randomly from one macro-cell to another. 

There are numerous models used to model path-loss. These include free space, ray 

tracing, Okumura, and Hata Models; each offering performance depending on the 

application environment [29]. The model described in (2.1) is valid only when the 

transmitter–receiver distance r  is greater than one and collapses due to the singularity at     

0r  . This is because the received power exceeds the transmitted power and approaches 

infinity when 0r  . This received power gain is impossible in real wireless channels. 

Some techniques have been proposed to address the singularity at 0r  and the power 

gain when 1r  . One technique is to equate the received power to the transmitted power 

when the transmitter–receiver distance 0r  . Thus, (2.1) can be modified as below to 

address its shortfalls [21, 36] 

 1R txP P A r
  . (2.2) 

The path-loss model in (2.1) reasonably models power decay and reduces the complexity 

of the system analysis. Thus we shall use (2.1) in our analysis.  

 2.3 Channel Models 

Channel models capture the intrinsic characteristics of the propagation effects that a 

received signal experiences as it travels from the source to the sink in a given channel. In 

this section, we shall consider some of the statistical models that are commonly used to  
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characterize multipath and shadow fading.  

 2.3.1 Multipath Fading Models 

These models describe the peculiarity of wireless propagation where the 

amplitude/envelope of the received signal fluctuates rapidly over a short period or travel 

distance. The signal fluctuations arise because the transmitted signal travels via many 

multipath paths before these different copies of the same transmitted signal combine 

constructively or destructively at the receiver. Since these different received copies of the 

transmitted signal arrive at different times at the receiver, they introduce a time delay 

spread which is due to the difference in the arrival time between the first to the last 

received copy of the transmitted signal. This consequently creates rapid amplitude 

fluctuations at the receiver. Modeling of such rapid amplitude fluctuations is necessary in 

wireless communication analysis. The received signal power in the presence of multipath 

fading is given by  

2   R txP P Ar   (2.3) 

where   is the fading envelope and it has an average square value 2
xP      and PDF 

 Xp x . The received instantaneous power is given by 2 . Depending on the propagation 

environment, there are several models such as Rayleigh and Nakagami fading models 

that are used to quantify the statistical behavior for  . 

 2.3.1.1 Rayleigh Fading 

Rayleigh fading distribution is one of the most commonly used distributions to 

represent the rapid amplitude fluctuations when there is no direct line of sight (LOS) 
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between transmitter and receiver. In a Rayleigh fading environment, the received signal 

envelope has the PDF  

   22
exp ;     0X x

x

x
p x x P x

P
   . (2.4) 

The distribution of the instantaneous received signal power  2   is obtained by a 

change of variable as  

 
  
 

1 2

1 2
2

X x

x

p P
p

P


 



  (2.5) 

where   is the average SNR. Thus using (2.5) and (2.4) yields the PDF of the 

instantaneous SNR as [29, 65] 

   1
exp ;      0p    


   . (2.6) 

Thus the instantaneous SNR power is an exponentially distributed random variable with 

mean  . 

 2.3.1.2 Nakagami Fading 

In many wireless environments, empirical and experimental data fail to fit well with 

the well-known models such as Rayleigh distributions. This predicament led to the 

discovery of the Nakagami distribution, which was first used in the early 1940’s to 

characterize rapid fading in long distance HF channels [67]. The Nakagami distribution 

has adjustable parameters that can be used to modify the tails of the distribution to fit 

empirical and experimental data. The received signal envelope in a Nakagami fading 

channel has a PDF given as [13, 67]  
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   
2 1 22

exp ;        0.5;  0
m m

X m
x x

m x mx
p x m x

P m P

  
      

. (2.7) 

The PDF of the instantaneous power follows a gamma distribution given as [29]  

   
1

exp ;     0
m mm m

p
m

  
 

   
        

. (2.8) 

where    2 2
2 2 2 0.5m              , is the fading parameter and (.) is the 

gamma function [4, eq.(6.1.1)]. The Nakagami distribution has the ability to model 

multipath fading conditions that are either less or more severe than Rayleigh fading. For 

instance when 1 2m   and 1m  , the distribution becomes a one-sided Gaussian 

distribution and the Rayleigh distribution, respectively [29, 39, 78] . The Nakagami 

distribution can model more severe fading than Rayleigh when 0.5 1m   and no fading 

when m    [29, 39, 78]. This distribution can also model the log-normal distribution as 

a limiting case [29, 39, 78]. 

 2.3.2 Shadow Fading  

In some applications like satellite and terrestrial mobile systems, the link quality of 

the receiver is affected by slow variations of the mean signal level due to shadow fading. 

Shadow fading models take into account the various propagation conditions such as 

absorption, reflection, diffraction, and scattering that the received signal experiences due 

to various terrain characteristics of the path that the signal travelled through. The terrain 

characteristics may consist of large buildings, landscape irregularity, and foliage. These 

propagation conditions lead to the received power at two receivers located the same 

distance away from the transmitter to be different. Thus, the local average power varies 
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randomly from one point to another within a certain terrestrial region. Since the terrain 

characteristics causing the variations are unknown, statistical models are suitable to 

quantify the signal attenuations. When the receiver is able to average out multipath 

fading, the received signal power in the presence of path-loss and shadow fading is given 

as 

  R txP P Ar u  (2.9) 

where A is a constant, u  accounts for shadow fading. In (2.9) , we have assumed 2 1  . 

The behavior of the random parameter u  can be quantified by a shadow fading model 

such as the log-normal distribution. 

The log-normal fading model has been confirmed to accurately represent empirical 

data of the received power [29] due to the effect of shadow fading in both indoor and 

outdoor environments. Thus the local mean power xP for the envelope follows a log-

normal distribution and when expressed in decibels (dB), it follows a Gaussian PDF with 

mean dB  and variance 2
dB  given as [79] 

 
2

ln1 1
exp ;   

22
dB

Y
dBdB

y
p y

y


 

      
   

 (2.10) 

where    2ln ,  variance lndB dBY Y   , ln(.) log (.)e . 

 2.3.3 Composite fading 

When the systems operate in built up urban area or are subjected to slow moving 

pedestrians, the average received power is usually a random variable. Measurements in 

such environments show that the classical fading models fit measured data around the 
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mean or median but fail toward the tail of the distribution. It is known that in such 

environments, the receiver is unable to average out the effect of multipath fading but 

reacts to the instantaneous change in the average received power. In such conditions, 

composite distributions that can encompass both multipath and shadow fading 

simultaneously are preferred [52, 67]. The received signal power when both multipath 

and shadow fading are experienced is given as [18]  

2   R txP P Ar u  (2.11) 

where   accounts for the effects of multipath fading on the envelope and u  accounts for 

shadow fading. We denote the effects of multipath and shadow fading by 2K u . 

When the received signal experiences only fading, the average power is 

deterministic; but if both multipath and shadow fading are experienced, the average 

power of the received signal is random. Thus, the consequence of shadow fading is that 

the mean power for the multipath faded signal loses its deterministic nature [61]. The 

composite PDF for the received signal power when both multipath and shadow fading are 

simultaneously experienced is thus computed as 

     |

0

|Y Yp p y p y dy  


   (2.12) 

where  | . | .Yp  is the PDF for the received SNR power conditioned on the average 

signal power Y  and  .Yp  is PDF of the average signal power. 

The most commonly used distributions for modeling composite fading are the Suzuki 

distribution (Rayleigh-log-normal PDF) and the Nakagami-log-normal distribution. 

However; these distributions are complex to compute and they do not have closed-form 
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PDFs [10]. In order to obtain an analytically tractable composite distribution, a gamma 

distribution was proposed in place of log-normal distribution for modeling shadow fading 

effects. Also, the gamma distribution fits well the analytical and experimental data 

compared to the log-normal distribution [3, 62, 63]. Therefore, it is reasonable to assume 

that shadow fading follows the gamma distribution. This change gave rise to 

distribution, the generalized- distribution, and the generalized gamma distribution. 

We discuss the Generalized- distribution that can excellently approximate the Suzuki 

distribution [10]. 

In the Generalized- model, multipath fading effects on the received signal follow 

the Nakagami distribution while the shadow fading effects follow the gamma 

distribution. The PDF of the average power in a gamma-shadowed environment is given 

as [2] 

   
1

exp ;        0
c

Y c
y y

y y
p y y

P c P

  
      

 (2.13) 

where     22 2c Y Y Y      is the shape parameter and yP is the scale parameter. In 

the event when a signal experiences Nakagami multipath fading and gamma shadow 

fading simultaneously, the average power in equation (2.8) becomes random; thus it is 

replaced by a random variable Y. The conditional PDF becomes 

   
1

| | exp
m m

Y

m m
p y

y m y
 

   
       

. (2.14) 

Substituting (2.14) and (2.13) in (2.12) and simplifying yields the composite PDF as [69]  
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   
   

2

2 1 
2

2  

c m

y c m
c m

y

cm P cm
p

m c P   


 


 
  

    
  (2.15) 

where  . is the modified Bessel function of the second kind , eq.(9.6.2) [4] with order

 , c is a shadowing parameter, m is the fading parameter,  yP   is the mean received 

power. 

 2.3.4 Generalized Gamma Distribution 

The generalized gamma distribution was first introduced by Stacy [66] as a 

generalization of the two-parameter gamma distribution. Griffiths and McGeehan [31] 

presented this statistical distribution as a generalization of the gamma distribution to 

model radio-wave propagation. This three parameter distribution is a versatile 

distribution that can be used to model multipath, shadow fading, or both by varying its 

parameters. The distribution can model both multipath and shadow fading by scaling the 

multipath faded signal power to produce a shadowed fading case. The composite PDF of 

the received signal envelope is given as [1] 

   
 

2 1 22
exp

m m v
x

X
x

m P x mx
p x

m P

   
    

 

and the composite PDF of instantaneous SNR power is given as [1, 37]  

     1 exp ;      0m vmp
m




      


 (2.16) 

where    1
v

ym v P m       , 0.5m  is the fading parameter, v is the shape 

parameter , and  yP  is the power scale parameter. Note that the multipath fading 
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effect is obtained by simply adjusting vm  and the shadow fading effect by adjusting m  

[19]. It is worth mentioning that the generalized gamma distribution can model other 

distributions by adjusting the parameters. For instance, when 1m v   the distribution 

yields Rayleigh distribution, Nakagami-m distribution when 1v  , and log-normal as 

m   and 0v  . 
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 CHAPTER 3  

INTERFERENCE MODELS AND PERFORMANCE MEASURES  

 

 3.1 Introduction 

We discuss how the number of interferers, N in the network is obtained depending on 

the topology of the devices. As discussed in Chapter 1, the parameter  N which is the 

number of interferers may be either fixed and known or random. In practical applications, 

a receiver has an exclusion zone given by a disk centered at the receiver with radius, B. 

No interferers are permitted to transmit within this region as seen in Figure 5. The 

number of interferes in the circular region  C B  may be fixed or random.  

1

0

B

j

C

2

3

4

5

Desired Transmitter           Interferersi0
 

Figure 5: Distribution of interfering transmitters around the receiver.  
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 3.1.1 Fixed Number of Interferers 

In the case of fixed number of interferers, the number and location of interferers in 

the region  C B  are fixed and known. For instance, in deterministic network 

topologies such as cellular networks, the number of interfering base stations are known 

and fixed. In such networks, it is possible to place the transmitters deterministically. So, 

we consider a network in which N interfering devices are placed deterministically in a 

two dimensional (2-D) region of area  . In such a placement, the locations for the 

devices are known and fixed. Hence, we conclude that the number of interferers in the 

area   is fixed and known as N. 

 3.1.2 Random Number of Interferers 

On the other hand, in the case of random number of interferers, the interferers may 

either be known but vary in time or are totally unknown. This is mainly observed in 

applications that use random topologies. Thus, for this case the number of interferers 

located in the region  C B is random and unknown. In some networks, it may be 

impossible to know the exact number of interferers; because the number and location of 

the interferers vary randomly with time. For example, in cognitive radio systems, the 

number of interferers is known but at a specific time, the exact number of interfering 

devices varies with time. We assume that the distribution of the number of interferers, N 

in the region of area,   follows a Binomial distribution given as  

   1 ;         0,1,2,3,...,
N kkN

N k k N
k

 
    

 
 p p  (3.1) 
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where p  is the transmission probability of the interfering device. 

In some other networks such as environmental monitoring wireless sensor networks, 

it is difficult or impossible to place the devices deterministically. In such applications, it 

is difficult to know the exact number of interferers. So, we assume that the number of 

interferers can randomly take any value between zero and infinity. The number of devices 

in the network is assumed to belong to a random point process on an infinitely large 

system plane. Let   be a 2-D Poisson point process (PPP) over the space 2 , with 

constant spatial intensity of λ. The points of the process denote the location of the 

terminals and the receiver is assumed to be located at the origin. Thus, the number of 

active devices in area   is a random variable that follows a Poisson distribution with an 

expected value  and given as  

     exp ;         0,1,2,3,...
!

k

N k k
k


    
  (3.2) 

 3.2 Interference Models 

There are a variety of models that have been used in the literature to quantify the 

impact of interference at the receiver, and they all depend on how the receiver is able to 

capture the transmitted signals. 

 3.2.1 Collision Channel Model  

The collision channel model assumes that all transmissions are lost if they were sent 

simultaneously. It is assumed that the receiver is unable to decode either of the  

simultaneously received signals, thus there is no successful reception. 
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 3.2.2 Protocol Interference Model 

The protocol interference model is based on the condition that a reception at the 

receiver is successful if the absolute distance between the receiver and the transmitter of 

the desired signal is less than the absolute distance between the receiver and each of the 

other interfering transmitters [16]. The transmitter-receiver distance for the desired signal 

has to be less than any of the other transmitter-receiver distances by a given factor.  

 3.2.3 Capture Threshold Model 

The capture threshold model is based on a capture channel model, where the power 

of the received signal is compared to the power of every other signal present at the 

receiver. Let iP  be the signal power received from the i-th transmitter at a given receiver. 

Then, a receiver can successfully decode the desired message from the 0-th transmitter in 

the presence of N other messages; if the desired received signal power 0P  is sufficiently 

stronger than the power iP  of any of the other received signals by a given factor  , that 

is to say,  

0 ;        1, 2,...,
i

P
i N

P
  . (3.3) 

This model only considers the impact of individual powers to the desired signal power 

which is sometimes not satisfactory in many applications.  

 3.2.4 Additive Interference Model 

To consider the impact of all the interfering signals at the receiver, an additive 

interference model was developed based on physical channel model. Assume that 
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additive white noise power W is present at the receiver. Then, the receiver is able to 

decode the desired message from the 0-th transmitter in the presence of N other messages 

if the message power 0P  is stronger than the sum of the powers iP  for all the N messages 

at the receiver plus noise. In other words, this model considers a reception successful 

even in the presence of interference if the signal-to-interference-plus-noise ratio (SINR),

 , is greater than a threshold, thus  

0

1

N

i
i

P

W P
 



 


. (3.4) 

The additive interference model is more realistic than the protocol model since it 

considers all interfering signals; but it comes at a cost of higher computational 

complexity. Let the aggregate interference be 
1

N

i
i

Z P


  and note that (3.4) has two 

special cases. First the noise-limited case where the aggregate interference is assumed to 

either be so small compared to noise power and hence negligible or the aggregate 

interference is very large and can be approximated as a Gaussian random variable that 

can be added to the noise term. This Gaussian approximation follows from the central 

limiting theorem (CLT) that states that under some conditions, the distribution of the sum 

of large independent random variables (RVs) is normally distributed. Since Z  is a 

summation of a large number of interferers, it can be approximated to be a normally 

distributed random variable. This leads to a summation of two Gaussian random variables 

which yields another Gaussian random variable with different parameters. The CLT 

argument is accurate as long as there is no dominating interferer [14]. The noise-limited 

case is obtained by letting 0Z   in (3.4). Secondly, the interference-limited case where 
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the noise term is assumed to be so small compared to the aggregate interference such that 

it can be ignored. Thus noise-limited case is obtained by letting 0W   in (3.4).  

 3.3 Performance Measures 

Performance measures are very vital in analyzing the overall fidelity of the system. 

We discuss in this section the analytical tools that can be used to evaluate the 

performance of a wireless system in various environments.  

 3.3.1 Average SNR 

Signal-to-noise ratio (SNR) is one of the most understood and commonly used 

performance measure to assess the overall fidelity of the system. Average SNR is the 

ratio of the average received power to noise power. Conventionally, noise power in 

average SNR is considered to be the power of the ubiquitous thermal noise experienced at 

the receiver; however when the received signal experiences fading, it is appropriate to 

statistically average SNR to take care of the randomness introduced. In the presence of 

fading, the received instantaneous SNR    at a given receiver is a random variable 

(RV). The average SNR is computed using the probability density function (PDF) of  as 

[65] 

 
0

p d   


   (3.5) 

where  p  is the PDF of  .  
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 3.3.2 Outage Probability 

Outage probability is also a commonly used performance metric for analyzing the 

performance of wireless system in fading channels. Outage probability is defined as the 

probability that the output instantaneous SNR,   falls below a specified threshold,  . 

Thus, outage probability is computed mathematically as [65] 

   
0

Q p d


         (3.6) 

Note that in (3.6), the outage probability turns out to be the cumulative distribution 

function (CDF) of  , denoted as  F  . Thus, computing the outage probability boils 

down to finding the CDF,  F  . 

 3.3.3 Device Isolation Probability 

In ad-hoc wireless networks, it is essential that the deployed devices form a 

connected topology. A connected topology is achieved when there is a link from one 

device to another throughout the entire network. It is difficult in practical applications to 

obtain a connected topology, but during the planning and designing stages, a good insight 

on how to obtain a connected topology is necessary. The analysis of a connected 

topology to account for diversity of paths that link devices in a network is known as 

connectivity. The connectivity of each device to its next hop neighbor within the network 

is essential for network coverage. The main concern here is to determine all the single 

hop links between the device and its neighbors. However, these links are wireless and are 

affected by factors such as path-loss, fading, and interference. In other words, these 
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factors will cause some of the existing links to break, leading to some devices having no 

links to their neighboring devices. Such devices are considered to be isolated. These 

devices have no single link to any of the other devices in the network. So, analyzing 

device isolation is one way to quantify connectivity in a network. We define device 

isolation probability as the probability that a given device is not able to communicate 

with any of the other devices in the network. 
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 CHAPTER 4  

PERFORMANCE ANALYSIS USING CONNECTIVITY 

 

 4.1 Introduction 

As discussed in Chapter 3, connectivity deals with diversity of paths that link devices 

in a network. The connectivity of each device to its next hop neighbor within the network 

is essential for network coverage. One of the first connectivity studies was in [17], where 

the percolation of a broadcast was investigated. Naserian et al.[50] showed how to attain 

a connected network using a relationship between the transmission range and the number 

of devices. In [15], the authors studied the effects of lognormal shadow fading on 

connectivity in multi-hop radio networks. Hekmat and Van Mieghem [32] studied the 

effects of lognormal shadowing on connectivity using geometric random graphs. The 

authors in [48] presented the effects of fading and shadowing on connectivity in sensor 

networks. Dousse et al [23] used percolation theory to investigate the impact of 

interference on connectivity in ad-hoc networks. Yang et al [76] use graph theory to 

derive bound on the connectivity of wireless networks for CSMA systems. Rajagopalan 

and Varshney [54] discussed the effects of SINR and sensor reliability on connectivity in 

deterministic network topologies.  

There is another source of interference in wireless networks which is intentional 

interference resulting from sensor jamming attacks [44, 75]. Sensor jamming attacks can 
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be classified as either active or passive sensor jammers. Active jammers mostly block the 

transmission channel regardless of the traffic pattern on the channel. Such jammers are 

effective because they keep the channel busy at all times, but they are easily detected. On 

the other hand, reactive jammers are usually difficult to detect, since they stay quiet until 

they sense activity on the channel and thus start to transmit a jamming signal. In general, 

connectivity of sensor network is severely influenced by the presence of jamming. 

In the performance analysis of many wireless networks on the basis of connectivity, 

it is usually assumed, for analytical simplicity, that the major source of performance 

impairments is background noise [11, 48]. However, in many practical networks the 

effect of interference cannot always be ignored [54]. Therefore, in this work we assume 

that interference is present at the receiver because the sensors are unable to mitigate the 

impact of interference. Device isolation probability is one of the measures used to 

quantify connectivity in a network and we denote it by IPQ . We assume that the link 

between two nodes is either perfectly connected or isolated and the transmit power and 

antenna gains are assumed to be the same for all devices.  

 4.2 Noise Limited Systems 

 4.2.1 Effect of Path-loss Only 

When only path loss is considered, there is a deterministic distance called 

communication range such that all the devices within a circular disk of radius  

centered at the transmitting device can receive the sent message successfully. In Figure 6, 

receivers “1”and “2” can successful receive a transmission from transmitter “0”; but there 
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is no link between “0” and “3”, since “3” is out of range. If receiver “3” is not within the 

communication range of any of the other devices in the network, it is considered to be 

isolated. In this case there is no fading present in the channel since the signals experience 



 

Figure 6: Deterministic circular disk of transmission model. 

path-loss only, implying that 2 1K u   in (2.11). It follows that two devices a 

distance, 0r  apart are not able to communicate (have no link between them) when the 

received SNR,   is below the threshold,  ; i.e.  

0
txP AK

r
W

    (4.1) 

where 1K  , txP is the transmit power for the desired signal and W  is noise power. 

In (4.1), we assume that there is no interference and fading experienced. Thus, we 

define the communication range   as the distance at which the Signal-to-noise ratio falls 

below the threshold. Using (4.1) and rearranging to make 0r  the subject, the 

communication range is obtained as   1

txW AP
   and thus, the device isolation 

probability for such a case is computed as [20] 

 2expIPQ    . (4.2) 
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It follows that the isolation probability for path-loss only without interference is obtain as  

2

exp tx
IP

AP
Q

W






  
      

. (4.3) 

 4.2.2 Effect of Path-loss, Multipath, and Shadow Fading 

Multipath fading introduces randomness in the path-loss while shadow fading 

introduces randomness in the mean of the path-loss. Considering a case where a channel 

presents a random component, that is 2K u , the effects of K on path-loss make the 

communication range  to become random. The communication range , that has CDF 

 .F  and second moment 2    , determines the probability that two devices 

separated by a distance, r  from each other are able to communicate successfully. In the 

event that a given receiver has N one-hop neighbors within a distance, r that can 

communicate with it, Miorandi and Altman [48] showed that the number of one hop 

neighbors follows a Poisson distribution with intensity, 2     . Thus, the device 

isolation probability becomes [48]  

 2expIPQ        . (4.4) 

The received power at a link located a distance, r  from the transmitter is assumed to 

be a random variable that can be modeled taking into account the effects of path-loss, 

multipath and shadow fading. Substituting (2.11) in (3.4) and rearranging, the SNR for a 

broken link has to fulfill the condition  

2
0 0 0txP Ar u

W

 


   (4.5) 
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where 2
0  accounts for multipath fading, 0u  is the desired signal shadow fading 

parameter, and 0r  is the desired signal transmitter-receiver distance. Considering that  

is the distance at which the SNR,   falls below a threshold,  , we use (4.5) to obtain the 

second moment of the communication range as 

2
22 2

0 0
txP A

u
W







          
   (4.6) 

Assume that the transmitted signals experience path-loss, Nakagami multipath fading 

with PDF given in (2.8) and mean 0 , and log-normal shadow fading with zero mean and 

PDF given in (2.10); then, substituting in the PDFs and performing the expectation 

operations with the help of [30, eq.(3.326.2.10 and 3.323.2.10)] yields (see Appendix A 

for details) 

 
   

2
2

02 0

0 0

2
exp 2tx

m AP

m m W


   


               

 . (4.7) 

The isolation probability for the SNR case is obtained by substituting (4.7) in (4.4) 

yielding 

 
 

22

0 0

0 0

2 2
exp exptx

IP

m AP
Q

m m W


  

 

                      
. (4.8) 

It is worth noting that in (4.8), the effects of multipath and shadow fading, and path-

loss are clearly observable and decoupled. Observe that lognormal shadow fading 

improves the isolation probability as lognormal spread,   increases without increasing 

the transmit power. Even though it is a known fact that a wireless channel cannot amplify 

a signal, it is worth mentioning that the impact of lognormal shadow fading according to 
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our analysis in a real environment is unclear. This phenomenon where lognormal shadow 

fading improves connectivity was also observed in [48] and may be due to the bias that is 

introduced in  2 . That is, the average link gain increases with the lognormal spread.  

When the signals experience Rayleigh fading, we substitute 0 1m   in (4.8) which 

yields the isolation probability for the SNR case as  

22

02 2 2
exp exptx

IP

AP
Q

W


 

   

                       
. (4.9) 

This result was also obtained in [48].  

 4.3 Systems With Fixed Number of Interferers 

 4.3.1 Effect of Path-loss Only 

Considering the case when interferers are present but no fading, a receiver can 

successfully capture a signal from the 0-th transmitter in the presence of other interfering 

signals, if the received signal-to-interference plus noise ratio (SINR) satisfies the additive 

interference model condition given in (3.4). Substituting (2.11) in (3.4) , the received 

SINR,   for a broken link is  

0 0

1

tx
N

tx i i
i

P AK r

W P AK r




 







 


 (4.10) 

where 0 1iK K   for path-loss only case, N is a constant, W  is noise power, and ir  is 

the transmitter–receiver distance for the i-th interfering transmitter. 

When the impact of interference is much more than that of noise, the effects of noise 

can be ignored. That is, we set 0W  . Since the transmit power and antenna gains are the 
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same for all devices, the distance at which the SIR falls below a threshold,   for the case 

when N is fixed, is obtained using (4.10) as 

22

2

1 0

1
|

N
i

r i
i

K
r r

K












                  
 . (4.11) 

We assume that the PDF for the sum is known or can be easily approximated. Next, we 

discuss how the sum term in (4.11) can be approximated using geometric mean [4, 

eq.(3.2.1)]. 

Recognizing the sum term in (4.11) as the harmonic mean of the variables, we may 

use [4, eq.(3.2.1)] to upper-bound it by the geometric mean of the variables as  

     
2

2 2
02

1 10

1 1 NN
N N

i i
i ii i

K K r
K K r N




 



 

 
  

 
  . (4.12) 

Assuming that the interferers are i.i.d  and  N and ir  are statistically independent of each 

other, (4.12) simplifies to  

 

2

2 2
2

1 0

1 1N

i i

r
K K r N




 





 
   

 
  (4.13) 

where 0K K  . In (4.13), note that the number of interferers present in the  C B  

disk is fixed and the interferer locations are mutually independent and uniformly 

distributed in the disk. For ease of our analysis, we do not consider the exclusion zone; 

thus, without any loss in generality, we assign 0B  .The distance for each active 

transmitter from the receiver is random and has a PDF given as  

  22 ;                   0rp r r C r C   . (4.14) 
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Substituting (4.13) in (4.11) and evaluating the expectation using (4.14) yields the 

communication range as  

   2
12 2C N
    

 , (4.15) 

where 1   was used. Note that the result in (4.15), is an upper bound on 

communication range i.e. the communication range  can never exceed this value. 

Substituting (4.15) in (4.2), we have the isolation probability as  

   2
1

exp 2IPQ C N
       

. (4.16) 

 4.3.2 Effect of Path-loss, Multipath, and Shadow Fading  

When the effects of path-loss, multipath and shadow fading are present, 2K u is a 

random variable. Thus, (4.10) becomes  

2
0 0 0

2

1

tx
N

tx i i i
i

P Ar u

W P Ar u





 








 


 (4.17) 

where i  is the multipath fading envelope on the i-th link, 0u  is the desired signal 

shadow fading parameter, 0r  is the desired signal transmitter-receiver distance, iu  is the 

interfering signal shadowing parameter, and ir  is the interfering signal transmitter-

receiver distance. When the effects of noise are ignored, that is 0W  , it follows that the 

communication range is given as 

2

2

12
2
0 0

N

tx i i i
i

tx

P Ar u

P A u


 









  
  

  
 
 
 


 . (4.18) 
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The second moment of the communication range is computed as 

 
2

222 2 2
0 0

1

1
N

i i i
i

u u r


   






          
    (4.19) 

 4.3.2.1.1 PDF Approach 

In the PDF approach, we use the definition of the communication and the PDF of the 

variables to evaluate the expectation  

 

2

2
22 0 0

2

1

1 N

i i i
i

u

r u












 
 

     
 
 


  . (4.20) 

As seen in (4.20), the expectation is performed on the ratio of two independent random 

variables. Given two independent random variable   and  , the PDF of their ratio, 

T     is computed mathematically as [49]  

     
0

Tp t v p tv p v dv


   
. (4.21) 

When N is fixed, the ir ’s are deterministic and assuming the received desired signal 

has mean power 0  and fading parameter 0m , and the N  mutually independent 

interfering signals each has mean power i  and fading parameter im  experience path-loss 

and Nakagami fading; then, the aggregate interference power also follows a Nakagami 

distribution with mean z  and fading parameter zm . Observe that for this case the 

numerator and denominator in (4.20) are both gamma random variables; that is a ratio of 

two gamma random variables. Using (4.21) and [30, eq.(3.241.3.11)], the PDF of the 

power ratio is given as 



37 

   
   

0 0

0

0

2
10 0 0 0

,
0

z

z

m m m N
mz m N

u u z z
z

m m N m m u
p m m

m m N u



   
 


                         

  (4.22) 

where 0 z    is the mean power ratio and Γ (.) is the Gamma function. It follows  

that using (4.22) and [30, eq.(7.511)] to simply yields the second moment in (4.20) as 

(see Appendix A for details) 

   
     

2
2

02 2

0 0

2 2
exp 2z z tx

z

m m N m AP

m m N m W


 

 


                  
   (4.23) 

where   is the lognormal spread. Substituting (4.23) into (4.4), we obtain the isolation 

probability. 

When the effect of noise in the denominator of (4.17) cannot be ignored at the 

receiver and the desired signal power is given by 0P . The PDF of the SINR, 0 1P Z  

where the interfering signal powers are normalized by the noise power W  is given as [2] 
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

 (4.24) 

where N is the total number of co-channel interferers and Γ (.) is the Gamma function. 

The success probability is computed using (4.24) to obtain. 
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 
      

 
   
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


 (4.25) 

The expectation is computed with the help of [30, eq.(3.478.1)] and [4, eq.(13.2.5)] to 

obtain  
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Substituting (4.26) in (4.4) yields the isolation probability as  
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 (4.27) 

where ( ; ; )a b tU is the confluent hypergeometric function defined as [4, eq.(13.2.5)]. 

 4.3.2.1.2 Geometric Mean Approximation 

When the effects of path-loss, multipath and shadow fading are present, and the 

number of interferers is fixed, the expectation in (4.20) can be rewritten as  
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  . (4.28) 

To perform the expectation operation in, we use the approximation in (4.13) which yields 
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  . (4.29) 

It follows from (4.29), that the expectation is performed on ratio of two independent 

random variables. In a Nakagami fading channel when both 2
0  and 2  follow gamma 

distributions given in (2.8)with mean power 0  and  , and fading parameter  and m , 0m
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respectively; the PDF of the power ratio is given in (4.22) and the expectation for the 

power ratio in (4.29) can be computed with the help of [30, eq.(3.194.3 and 8.384.1)] to 

obtained  
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            

 . (4.30) 

Considering that both 0u  and u are zero mean log-normal random variables with 

PDF given in (2.10) and variances 2
0  and 2 , respectively; the ratio of these two 

independent log-normal random variables is itself a log-normal distributed random 

variable . That is, the power ratio follows a log-normal distribution with zero mean and 

variance 2 2 2
0R    . Thus, using [30, eq. (3.323.2.10)]; the expectation for the log-

normal power ratio is obtained as (see Appendix A for details) 
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Substituting (4.30) and (4.31) in (4.29) yields the second moment of the communication 

range; which is substitute in (4.4) to obtain the isolation probability as  
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 (4.32) 
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 4.4 Systems With Random Number of Interferers 

 4.4.1 Effect of Path-loss Only 

Considering the case when interferers are present but no fading, we model the 

positions of the interferers as a Poisson point process. So, the communication range given 

in (4.11) has a random sum. In this case N is a random variable from a Poisson point 

process; that is, the number of interferers present in the  C B disk is random and the 

interferer locations are mutually independent and uniformly distributed in the disk. Thus, 

we condition on the number of interferers present in the disk. The distance for each active 

transmitter from the receiver is random and has a PDF given in (4.14) . The 

communication range given in (4.11) becomes  

22

2
,

1 0

1
| ,

N
i

N r i
i

K
r N r

K












                  
 . (4.33) 

We may remove the conditioning on the number of interferers and the random distances 

by noting that the interferers are uniformly distributed in the space and the distances 

follow the distribution in (4.14)  to obtain the square of the communication range. 

However, the distribution of the sum term in (4.33) is rather hard to determine.  

We assume that the interferers are i.i.d and N and ir  are statistically independent of 

each other. Since N follows a Poisson process with intensity,  , the sum term is a 

compound Poisson sum whose distribution can be approximated using a shifted gamma 

function [58]. Let 
1 0

N

i

K
Z r

K




 , then ;Z k S   where k   and S  has a gamma 

distribution,  ,  . It follows that Z  has a sifted gamma distribution given as  
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 (4.34) 

where 
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

 
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 
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1
r  

         



   and  . The 

moments of Z are given by  
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. (4.35) 

Using the results in (4.35), we have the shifted gamma parameter as  
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         

 (4.36) 

where 1   for path-loss only. Observe that the expectation in (4.33) is the negative 

moment of the sum. Using (4.34) and [4, eq.(13.2.5)], the expectation is performed 

yielding (see Appendix A for details) 

2

2 1
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k k
k v

 
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

                      
  U . (4.37) 

where ,  ,k    are given in (4.36), and ( , , )a b tU is the confluent hypergeometric function 

defined as [4]. Thus, substituting (4.37) in (4.2), we have the isolation probability as  

2

21
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k k
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                       
U . (4.38) 
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 4.5 Effect of Path-loss, Multipath, and Shadow Fading 

The second moment of the communication range in (4.19) can be rewritten as 

 
2

22
, ,

1

1
1 | , ,

N

N r i
i

r N r

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             
   (4.39) 

where 2 2
0 0 0 , ,K u K u   and 0K K  .To perform the expectation operation in 

(4.39), we use the shifted gamma approximation with parameters given as 
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. (4.40) 

It follows from the discussion in section (4.3.1.2) that the expectation is given as (refer to 

Appendix A for details) 
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Referring to (4.40), observe that   only appears in k and  ; thus, substituting in these 

variables yields  
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0 0u u    into 

(4.42) , we have  
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2 22 2 2

0 0u u
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   . (4.43) 

It follows from (4.43) that the two expectation terms are performed on the ratio of two 

independent random variables.  
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In a Nakagami fading channel when both 2
0  and 2  follow gamma distributions 

with mean power 0  and  , and fading parameter 0m  and m , respectively; the 

expectation for the power ratio is given in (4.30). Considering that both 0u  and u are zero 

mean log-normal random variables with variances, 2
0  and 2 , respectively; the 

expectation for the log-normal power ratio is given in (4.31). Thus, It follows that the 

second moment of the communication range in (4.39) becomes  
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The device isolation probability is obtained by substituting (4.44) in (4.4). yielding  
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U
. (4.45) 

We observe that the effects of multipath fading, shadow fading, and path-loss are clearly 

decoupled in (4.45). This phenomenon in the isolation probability, where the effects of 

either path-loss and multipath or path-loss and shadow fading are decoupled, occurs in 

both noise-limited and interference-limited cases.  

 4.6 Simulation Results 

In this section we present the numerical result discussed in this chapter and obtain 

simulation results to validate the numerical results using MATLAB. We have the 

simulation area topography as a square (  100m 100m). The receiver is assumed to 
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be located at the center (0,0) of the inscribing circle of the square. Each run of the 

simulation assumes a random number of interfering devices (N) according to a Poisson 

point process with intensity ( ). We do not count the 0-th transmitter and receiver when 

reporting the number of interfering nodes in the simulation.  The N devices are uniformly 

disseminated over the simulation area as seen in Figure 7. We assume that the node 

location information is known in order to determine the distance to receiver.  

The Euclidian distance between the i-th interfering device and the receiver at the 

center is computed using the Euclidian distance formula. The distance is used to compute 

path-loss (path-loss coefficient is set to 3.5) experienced by the signal on the i-th link. 

Multipath and shadow fading are accounted for by appropriate random variables that are 

multiplied with the path-loss output. The links between the devices are tested to check for 

isolated nodes. The link between two given nodes is good as long as (4.10) is satisfied. 

There is a possibility that a node is able to receive a message from another node, but it is 

not able to transmit successfully to this particular node; that is the link between them is 

one-way. This is due to the randomness in the channel. 

The system parameters are selected as follows: 1txA P  , 3.5  , 410 mWW  , 

lognormal spread 2  , and Rayleigh fading with means 0 10 dBm   and 

2 dBm,   1,2,...i i N   . The parameters such as device density,  that accounts for 

device concentration within area, , radius, C for the disk containing all the interferers, 

and threshold,   are selected or varied suitably. Simulations are performed using the 

same system parameters. The process is repeated many times and the node isolation 

probability is computed as an average of 1500 simulation runs. 
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Figure 7: Illustration of network topology with 2 -210 m   and 10 dB � . The blue 
circles denote device location and the red asterisk denotes the receiver  

In Figure 7, we illustrate a typical device network topology. The receiver is assumed 

to be at the center and all the other transmitters are uniformly distributed around it. The 

large circles in Figure 7 represent various disks with radius C ranging from 3 to 45 meters 

and the small blue bubbles indicate the location of the devices. The location for the 

interferers within these disks plays a significant role in performance analysis. That is, 

when all the interferers are located in a circle with a smaller radius, more congestion with 

more interference are experienced and vice versa.  
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Figure 8: Illustration of isolated devices when 3 -210 m  , 2 -210 m  , 1.5 -210 m    
, 1 -210 m   respectively and 3 dB  . The blue circles denote device location, the 
red diamonds denote isolated devices, and the dotted lines indicate various 
connections between devices. 

We compare the impact of device population density on connectivity. The red 

diamonds denote the nodes that are isolated in the network. For example, in a) the nodes 

located at (30,5) and (45,25) are isolated and in b) the nodes located at (5,5) and (47,-12) 

are isolated too. We observe that as the device density is increased, the number of devices 

in the network increase improving connectivity and coverage; but also the number of 

isolated devices increases too due to interference experienced by the receivers. However, 

fewer devices in the network compromise coverage because the sensors are further apart 

as illustrated in Figure 8 a).  
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Figure 9: Comparison of different network topologies. Top: 2 -210 m  , bottom: 
1 -210 m   for 5 dB   and 10 dB   respectively.  

We compare the impact of threshold on connectivity in Figure 9. We observe that 

increasing the threshold from 5dB to 10 dB, the number of isolated devices in both 

network topologies increases too as expected. 
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Figure 10: Effects of shadowing on isolation probability using (4.27) when 

4 -210 m  , 3 dB  , 3.5  , 2 dBmz  , and 0 3m  ,and 2zm  . 

In Figure 10, the isolation probability is plotted against the lognormal spread, for 

different number of interferers present. We vary   to capture the effects of log-normal 

shadow fading on the isolation probability. Observe that the isolation probability 

monotonically decreases as  is increased. For example, when 6  , the isolation 

probability with no interferers are present ( 0N  ) is 0.25 which is an improvement 

compare to 0.8 when five( 5N  ) interferers are present. This phenomenon where 

lognormal shadow fading improves connectivity was also observed in [48] and may be 

due to the bias that is introduced in  2 . That is, the average link gain increases with 

the lognormal spread.    
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Figure 11: Impact of lognormal fading on isolation probability when 10 dB  ,

3.5  , 0 10  , and 0 3m   using (4.8). 

In Figures 11-17, we plot the isolation probability versus the device density for 

different propagation environments. In Figure 11, the solid lines represent the log-normal 

shadow fading effects, while the dashed lines represent multipath and shadow fading. 

From the curves it is evident that lognormal shadowing may have a tremendous impact 

on network performance. We observe that multipath fading has a negative impact on 

isolation probability, but the impact is not so enormous. 
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Figure 12: Impact of interferers present on isolation probability using (4.27) when 
5  , 3 dB  , 3.5  , 2 dBmz  , and 0 3m  ,and 2zm  . 

In Figure 12, we plot the isolation probability versus the device density for different 

numbers of interferers. In Figure 12, the curve to the left represents fewer interferers 

present in the network. For example, the green curve represents no interferers in the 

network  0N   while the black curve represents 100 interferers in the network

 100N  . From the curves it is evident that presence of interference has a tremendous 

impact on network performance.  
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Figure 13: Device isolation probability when the interference area is varied, 5  ,
3.5  , 2R  , 0 3m  , and 2m   using (4.32). 

In Figure 13, we consider the impact of the cell radius C. Note that for a given device 

density, decreasing C implies a more crowded cell with more interference. The 

simulation results roughly approximate the analysis results for both interference areas. 

Note that the analysis results denote the upper bound of isolation probability. 
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Figure 14: Illustration of the impact of path-loss, multipath, and shadow fading on 
isolation probability using (4.32) when the interference disk has a radius 8C  m, 

5  , 5N  , 3.5  , 2R  , 0 3m  , and 2zm  .  

In Figure 14, notice that Nakagami fading has a negative impact on the connectivity 

properties of the network, but the impact is very minimal compared to that of lognormal 

fading. From the graph, when the isolation probability is 0.5, the difference distance 

between shadow and multipath fading is 0.02 -2m . We observe the same phenomenon 

where lognormal shadow fading improves connectivity properties of the network as 

discussed in Section 4.2.2.  
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Figure 15: Illustration of how the interference region affects isolation probability. 

As the cell radius is increased, the connectivity properties of the network are 

positively impacted as expected because a smaller radius accounts for congestion with 

more interference. For example, when the isolation probability is 0.5, the device density 

for 50 mC   is 4 -23.162 10 m compared to 4 2136 10 m for 8 mC  . 
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Figure 16: Effect of path-loss coefficient on isolation probability where 5  , ,

0 3m  , and 2im  .  

When 3 -210 m  , we observe that the isolation probability is 0.5 for path-loss 

coefficient 2   and almost 0.7 for 5  . Thus, the isolation probability increase as 

path-loss exponent increases. This is due to the fact that the signal strength decreases as 

the path-loss exponent increases, which leads to a low SINR compared to the threshold at 

the receiver  
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Figure 17: Comparing the SNR and SINR cases ( 0N   ) when 5 dB   and 
10 dB  , 0 1z   , 0.01mWW  , 3.5  , 0 3m  , and 2im  .  

In Figure 17, we compare the plots for SNR and SINR when there is no interference 

while varying threshold. We observe that both cases are in agreement when no 

interference is experienced.  
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Figure 18 : Device isolation probability when the average power ratio is varied, 
3 210  m   , 3.5  , 2R  , 0 3m  , and 2m   using (4.45). 

In Figure 18, we evaluate the accuracy of the shifted gamma approximation used to 

obtain (4.45). Two values of threshold 3 dB   and 10 dB   were considered. For 

average power ratio, 1  , the isolation probability for 3 dB   is 0.3 and for 

10 dB   is 0.55. The simulation results roughly approximate the analysis results for 

both threshold values. Note that the analysis results displayed were obtained using the 

shifted gamma approximation. 
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 CHAPTER 5  

PERFORMANCE ANALYSIS USING OUTAGE PROBABILITY 

 

 5.1 Introduction  

In this chapter, we consider a wireless network in which the channel can be 

modeled using any of the fading and shadowing models discussed in Chapter 2. All the 

devices in the network are considered to transmit with a constant power level txP and 

white noise power W is assumed to be present at the receiver. Both noise and interference 

are considered to be present without either being overly dominant. A receiver is unable to 

decode a message from the 0-th transmitter with N other messages present when the 

SINR is below the threshold. Therefore, substituting (2.11) in (3.4)  and rearranging, the 

SINR,   for a failed reception is  

2
0 0 0

2

1

tx
N

tx i i i
i

P Ar u

W P Ar u





 








 


 (5.1) 

In some cases, the received faded signals are assumed to follow known distributions. For 

example, the desired signal may follow Rayleigh or Nakagami distributions while the 

aggregate interference power follows the Gamma distribution. Note that in (5.1), N may

be fixed or a random variable. 
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 5.2 Outage Probability 

Outage probability is the probability when the output SINR falls below a specified 

threshold,  . 

 5.2.1 Fixed Number of Interferers 

Considering the additive interference model in (5.1), it is observed the number of 

interferers plays a significant role in determining the outage probability. When the 

number of interferers N is fixed, the outage probability is computed as 

2
0

2
0 0 0

2

1

2 20 0 0
0

1 0

      

      

tx
N

tx i i i
i

N
i

i
itx i

P Ar u
Q

W P Ar u

u r W u r

AP u r








 


  









 
 

  
  
 
                 









 (5.2) 

where  .  denotes the probability operator. We may express equation (5.2) as  

  2
0

2
0Q D Z


     (5.3) 

where 0 0 txD u r W AP    , 2

1

N

i i
i

Z w


 , and   0 0i i iw u u r r


 . 

The outage probability for the noise-limited and interference-limited special cases can be 

obtained from (5.3) either by setting 0Z   or 0W  , respectively. In what follows, we 

consider two approaches in deriving the outage probability. In the PDF approach, we 

assume that N is known and derive the PDF of the aggregate interference and, 

consequently, the outage probability. On the other hand, in the MGF approach, we 

assume that the MGF of the aggregate interference is known. 
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 5.2.1.1 PDF Based Approach 

In some systems, the PDF of the signal for the interferer is known or can be easily 

estimated. Assuming that the interferers are placed in a deterministic topology, then the 

number of interferers is fixed and known. We also assume that the signals at the receiver 

only suffer path-loss and multipath fading and that the interfering signals are identical 

and independently distributed (i.i.d). Then, iw  in (5.2) is a constant that can be absorbed 

in the average power for the total interference. Assume 0W  , that is, we only consider 

the interference limited case. Given that the desired signal follows a distribution denoted 

by  
0

.p  and the total interference power Z  (which is the sum of all the interfering 

signal powers) follows a distribution denoted by  .Zp , the signal to interference power 

ratio  0 Z  is a ratio of two independent random variables with PDF computed 

mathematical using (4.21). 

 5.2.1.1.1 Rayleigh Fading Case. 

We consider that the desired signal experiences Rayleigh fading as it travels to the 

receiver. For such a case, the received desired signal power, 0  has PDF given in (2.6) 

with mean power, 0 . In the event when the existing N  mutually independent interfering 

signals also experience Rayleigh fading; the SNR received for each of the interfering 

signal is exponentially distributed with mean power, i . The total interference power Z  

(which is the sum of N  exponential random variables) follows a Gamma distribution, 

with PDF given in (2.13) and mean power, z . Using (4.21), the appropriate distributions 
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given in (2.6) and (2.13), and using [30, eq.(3.381.4)]; the PDF of the signal-to-

interference power ratio becomes  

   
     1

0 0

1

1 1
NN

z z

N
p y

N y


   


 


 
 (5.4) 

Substituting (5.4) in (5.3) yields the SIR outage probability as  

2
0

2 1 1,1;2;
N

Q N


             
F  (5.5) 

where 0 z    and [30, eq.(3.194.1)] was used. 

 5.2.1.1.2 Nakagami Fading Case. 

We consider the case when the received signal experiences Nakagami fading as it 

travels to the receiver. For such a case, the received desired signal power 0  has PDF 

given in (2.8), with mean power, 0  and fading parameter 0m . In the case of Nakagami 

faded interfering signals, each with mean power, i  and im  as the fading parameter, the 

total interference power, Z ,which is the sum of the N  interfering signals also follow a 

Nakagami distribution whose PDF is given in (2.8) with parameters  ,z zm  . The PDF of 

the power ratio is given as [78] 

   
   

0 0

0 10 0 0

0

z

z

m m m N
mz m N

z z
z

m m N m m
p m m

m m N   
 

               
 (5.6) 

where 0 z   is the mean power ratio and Γ (.) is the Gamma function. Substituting 

(5.6) in (5.3) yields the SIR outage probability as [78]  

 
   

0

2
0

0 0 0
2 1 0 0 0

0 0

, ; 1; .
m

z
z

z z z

m m N m m
Q m m N m m

m m m N m m

      
            

F  (5.7) 
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It follows that by setting 0 1im m   in (5.7) yields the outage probability result obtained 

for Rayleigh fading given in (5.5). 

 5.2.1.2 MGF Based Approach 

In some systems, the MGF of the signal for the interferer is known or can be easily 

estimated. Assuming that the interferers are placed in a deterministic topology, then the 

number of interferers is fixed and known. We also assume that the signals at the receiver 

only suffer path-loss and multipath fading and that the interfering signals are i.i.d. Then, 

iw  in (5.2) is a constant that can be absorbed in the average power for the total 

interference. We assume that there is no shadow fading present and a unit transmitter-

receiver distance for the 0-th link, then outage probability can be computed by 

conditioning on the aggregate interference in (5.3). Then averaging out the aggregate 

interference Z , we have 

       2 2 2
0 0 0|

0

 =z ZZ
Q F D Z p z dz F D Z Z
  

 


       (5.8) 

where     2
0

2 2 2
0 0|

1

N

iZ
itx

W
F D Z z D Z z

AP
     



  
              

  .  

 5.2.1.2.1 Rayleigh Fading Case 

Assume 0W  , that is, we only consider the interference limited case. When the 

desired signal experiences Rayleigh fading, 2
0 is a Rayleigh random variable with 

conditioned CDF given as  2
0 |

0

1 exp
Z

F Z Z





 
   

 
.  Thus, we can compute the 
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outage probability using (5.8) to obtain 

   2
0

0
0 0

1 exp 1Z ZQ Z p z dz


  


  
     

 
   (5.9) 

where    Zs
Z s e   is the MGF of Z . We discuss how Z can be modeled. One 

approach is to assume that the MGF of Z  is known or can be easily approximated. 

Assuming that the N interfering signals experience Rayleigh fading and their 

locations are known; then, iw ’s are known constants. The aggregate interference power at 

the receiver is the sum of exponential random variables that yields a gamma random 

variable. Therefore, the aggregate interference power at the receiver can be characterized 

by the MGF given as    0 01
N

Z z       and the outage probability is 

computed using (5.9) to yield  

 2
0

1 1
N

Q


      (5.10) 

where 0 z   . Note that the result in (5.10) was also obtained by Simon and Alouini 

[65, eq.(10.19)]. 

 5.2.1.2.2 Nakagami Fading Case 

When the desired signal experiences Nakagami fading, the power received has a 

CDF given as 

 2
0

0 0
0 0

0 0 0 0

1 1
, 1 ,

( ) ( )

m m
F m m

m m
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 

                            
  (5.11) 

where    1

0

, expaa t t dt


    is the lower incomplete gamma function [4,eq.(6.5.2)]. 
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But, we can use [4, eq.(8.353.5)] and (5.11) to express the conditioned CDF as  

   

0
0

2
0

1

0 0
|

0 0 00

1 exp
mm

Z

m mz
F z t t z dt

m

 


 

     
              

  (5.12) 

where 0 1m  .  

By setting 0W   in (5.8), the outage probability for the interference limited case 

can be computed by substituting (5.12) in (5.8) to obtain 

 

0

0
2
0

1

0 0

0 0 00

1
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m

m
Z

m m
Q t z t z dt

m

 
 

                        
   (5.13) 

By use of the convolution theorem [4, eq.(29.2.10)], the expectation operation can be 

replaced by m0-th derivative of the MFG to obtain 
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
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

     
             

   (5.14) 

where  .n
k is the nth derivative with respect.to k . We now discuss an example where 

the outage probability in (5.14) can be applied. 

Let the N  interferers also experience Nakagami fading; then, each interfering signal 

power seen at the receiver is a gamma random variable. Assuming that the locations are 

fixed, the aggregate interference Z  whose average power is z  and fading parameter zm  

seen at the receiver is characterized by a MGF  

    0 0
0 0 1

zNm

z
Z

z

t m s
t m s

m


    

     
 

  (5.15) 

Thus, we use (5.15) to compute the derivative term in (5.14) first, then the result is 

substituted back into (5.14) and simplified using [30, eq.(3.194.2.6)] to obtain the outage 
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probability as (see Appendix A for details)  

   
     2
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0 0
2 1 0
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1 , ; 1;
zNm

z z z
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z z

m m m Nm m
Q Nm m Nm Nm

Nm m Nm m




                
F  (5.16) 

where 0 z   . 

When noise cannot be ignored and the interferers are i.i.d, we use equations (5.3) and 

(5.22) to obtain the outage probability as  

  2 2
0 0

ZQ F D Z Z
 

     where 2

1

N

i
i

Z w 


  and w is a constant that can be set 

equal unit without loss of generality. Assuming a Nakagami fading channel, the outage 

probability can be expressed as  

 
2
0

0
0

0 0

1
,

( )Z

m D Z
Q m

m

            
   (5.17) 

Using [4, eq.(6.5.12;13.2.1)], and Laplace transform identities; equation (5.17) is 

expressed as an integral of the derivative of the MGF as below 

    00
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1
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100

1
( 1)
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s
Q y s dy

m

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 (5.18)  

To compute the outage probability, the MGF is required. So, the interference is 

characterized by a gamma random variable with known MGF. To perform the derivative 

term in the above equation, we use the MGF identities, differentiation properties, and [4, 

eq.(13.1.10)] to obtain the derivative as 
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 Z

 (5.19) 
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where 0 z   . By substituting equation (5.19) into (5.18) and using [4, eq.(13.1.10)], 

we have outage probability (as shown in Appendix A ) as 
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            

  
          



U
 (5.20) 

Equation (5.20) is not in closed form but can be easily computed numerically. 

 5.2.2 Random Number of Interferers 

In some applications the number of interferers may be finite and known, but the 

number varies randomly with time; and in other networks, it may not be possible to know 

the exact number of interferers present at a particular time. In either case, we assume that 

the number of interferers present is random and follows either a binomial or Poisson 

distribution, accordingly. The devices in the network are assumed to be distributed 

according to a random point process on an infinitely large system plane. Thus, when N is 

random; the outage probability in (5.2) becomes 
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itx i

u r W u r
Q

AP u r




  



                 



 (5.21) 

where   denotes the random process defining the number of interfering devices. 

MGF Based Approach 

In some systems, it may not be possible to know the number of interferers present, 

but the MGF for the aggregate interference may be easily known or approximated. In the 

event when the interfering signals experience both multipath and shadow fading and the 
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total number and location of the interferers are not known; the outage probability is 

obtained by conditioning on the random event. Using (5.21), the outage probability for 

SINR case is given as  

   

2 2
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2 2
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                     

 

 


  (5.22) 

where D and Z are defined in (5.3) and 2 2
0 0, , , , , and i i iu r N u  are all random variables 

whose PDFs or MGFs are known or can be approximated.  

Aggregate Interference Is Alpha-stable. 

In cases when the number of interferers is unknown, the transmitter-receiver 

distances are random, and the received signals suffer path-loss and either multipath or 

shadow fading; then, iw  is random and the aggregate interference Z  is considered to 

follow an alpha stable distribution (  stable distribution). A wealth of literature 

discussing interference modeling suggest that when the interferers are distributed 

according to a 2-D PPP in a plane; the distribution of the aggregate interference follows 

the heavy-tailed family of   stable distributions [35, 53, 77]. If we assume that the 

receiver treats all interfering signals as shot noise (shot noise is an after-effect of an 

impulse train generated from a PPP exciting a memory-less linear filter) the magnitude of 

interference seen by the receiver at the origin can be compared to the amplitude of the 

shot noise. The amplitude can be characterized as an infinite sum of impulse responses 

that may be either deterministic or random. Thus, the shot noise amplitude characterizing 

the interference at the receiver is given as [45, 72] 
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i i
i

Z K r 



 


 (5.23) 

where   denotes the PPP defined by the interfering devices, ir  is the random distance of 

the i-th transmitter from the origin, and 2
i i iK u  is a random variable that accounts for 

the other channel propagation effects experienced by the i-th interferer. For example, 

1iK   which is a constant in the case of deterministic path loss only and it is a random 

variable with an appropriate PDF in the event of either multipath or shadow fading or 

both. The MGF of such a sum in (5.23) can be shown to be given as [72] 

   2 2exp 1 2Z Ks K s            (5.24) 

The MGF in (5.24) can be expressed as 

  2expZ s s      (5.25) 

where  2 1 2K K        . Comparing (5.25) with the definition of an   stable 

distribution, it can be concluded that the aggregate interference Z  follows an   stable 

distribution with characteristic exponent, 2  . The characteristic exponent determines 

the heaviness of the tail of the distribution. 

 5.2.2.1.1 Rayleigh Fading Case 

It follows that when Z  follows the alpha-stable distribution given in (5.24) and the 

desired signal is a Rayleigh random variable, using (5.24) in (5.9) the outage probability 

is given by 

      2
0

22
01 exp 1 2K txQ K W AP




              
 . (5.26) 

Next we consider some special cases of (5.26). 
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i). When the interfering signals experience only path-loss, that is no multipath  

or shadow fading; we set 1iK  , without loss of generality, i.e., 2 1K K      and the 

outage probability in (5.26) reduces to  

       2
0

2

01 exp 1 2txQ W AP



            

. (5.27) 

ii). In the event of Rayleigh fading with no shadow fading, iK  is an exponential 

random variable, thus  2 21 2K zK         , and the outage probability is given as 

         2
0

2
1 exp 1 2 1 2txQ W AP




               

 (5.28) 

where 0 z   . 

 5.2.2.1.2 Nakagami Fading Case 

In the event that the MGF for Z  follows the alpha stable distribution given in (5.25), 

we may use (5.14) and (5.25) to obtain the derivative term as  

0 0

2

20 0

0 0
1 1

expm m
Zs s

s s

m m
t s t s


 

 
 

                                  
   (5.29) 

The exponential function in (5.29) can be expressed as a contour integral, and the 

solution to such a derivative is a Fox’s H-function (see Appendix A). The Fox’s-H-

function is not easily computable because the function is not readily available in any 

standard mathematical packages. Thus, we consider a special case when 2n  ; where 

n  , the Fox’s H-function can simplify into the more easily computable Meijer’s G-

function. The outage probability for the special case was determined to be (see Appendix 

A for details)  
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where  ,
, .k l

p qG is a Meijer G-function defined in (B.2) and 

  1 1
, , ,...,

b b b a
a b

a a a

      
 

. We now consider some special cases for (5.30)  

i). When the interfering signals experience only path-loss, i.e. no multipath or 

shadow fading; the outage probability simplifies to  
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 (5.31) 

ii). Similarly, for Rayleigh fading with no shadow fading, we have

 1 11 1n n
k zK n       , and thus the outage probability becomes  
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 (5.32) 

iii). In the event of Nakagami fading,    1 11n n
K z z zK m n m        and the 

outage probability is given as 
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 CHAPTER 6  

APPLICATIONS/SYSTEMS 

 

 6.1 Cellular Networks 

In a cellular network, a mobile user (MU) establishes a wireless communication 

link with the nearest base station (BS). A number of base stations are connected to a base 

station controller (BSC) via microwave links or leased lines. The BSC is responsible for 

transferring an ongoing call from one base station to another as a mobile user travels 

from cell to cell. The BSC is then connected to a mobile switching center (MSC) by 

either cable or microwave radio links that switches calls to connect mobile users to other 

users. The MSC is connected to the public switched telephone network (PSTN) that uses 

fiber optics cables, telephone lines, and microwave radio links and so on to connect a 

user anywhere in the world to communicate with another user, as illustrated in Figure 19.  

A cell site typically covers a radius of approximately one to ten miles. The network 

consists of several overlapping cell sites located in close proximity to each other to 

provide seamless connectivity and continuous coverage for all mobile users. A base 

station sometimes cannot cover all the area required due to fading. One way to improve 

coverage area is to increase transmit power. However, increasing transmit power also 

introduces interference that leads to poor reception and thus creating reception gaps in the 

covered area. This solution negates the intended goal. Another solution is to explore the 
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Figure 19: Illustration of a cellular concept.  

cell shapes, which in practice, are irregular distorted and overlapping areas. Routinely a 

circle is chosen to represent a cell site coverage area but a hexagon is more preferred 

because it eliminates gaps and overlapping regions within the entire coverage area. The 

hexagon cell shape also offers ease of concept analysis, close approximation of a circle, 

and the largest coverage area. Consequently, hexagon cell shapes require less cell sites 

and base stations [55], compared to other shapes. The merits of a hexagon cell shape are 

illustrated in Figure 20. 

Frequency reuse is a core concept in cellular networks, where a particular radio 

channel/frequency used in one cell site is used again in another cell site as long as the 

minimal separation distance is met. When the minimal separation is not satisfied and 

communication takes place on that channel, co-channel interference is experienced on the 

channel. The minimal separation to minimize interference depends on several factors 
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such as number of co-channel cell sites, the terrain configurations, antenna height, and 

cell site transmit power for the entire network. The network may consist of several 

clusters, where a cluster is defined as a collection of cells that use the complete set of 

available channels. Therefore, a cluster reuse of size M cells has to satisfy the condition 

below [55] 

2 2;   M e ef f e f     (6.1) 

where ,e f  . It is observable that frequency reuse is limited by co-channel 

interference; hence, the reuse separation should be determined such that co-channel 

interference is minimized. 

 
Figure 20: Reuse cluster of size 4 cells (1,2,3,4) and reuse cluster of size 7 cells 
(1,2,3,4,5,6,and 7). 

When the hexagonal cells are approximately equal in size, the co-channel 

interference is independent of the transmitted power. But co-channel interference 

depends on the cell radius, R and frequency reuse separation ( iD ) between cells using the 

same carrier frequencies. Thus, the co-channel reuse factor can be expressed as  

3i R MD  where 1, 2,...i   is the tier number and 4,7,12,19,...M   is the allowable 
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cluster size as per equation (6.1)[67]. The reuse distance when 1i   represents the reuse 

distance of the first tier, 2i   is for the second tier, and so on. From Figure 21, it is 

observable that the first tier has six cells using co-channel at the reuse distance 1D . The 

second tier will have 12 cells using co-channel at the reuse distance 2D , and so on.  

 

 

 

 

 

 

 

 

 

Figure 21: Demonstration of first, second and third tiers of co-channel interfering 
cells for a cell at the center [42]. 

The most effective interfering cells are located in the first tier, followed by those in 

the second, third, and higher tiers. Thus, the total number of interfering cells is given by a 

recursive formula as 

12i iN N   (6.2) 

where 1,2,3,...i  is the tier number and 0 3N   is the initial condition. The effects of the 

co-channel interfering cells in the second, third, and higher tiers are negligible because 

their interference contributions are much smaller (about 1% of the total interference) 

compared to the first tier [5, 27]. Thus, we can assume that the number of effective         
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interferers in equation (6.2) to be only six (6) and the SIR for a mobile user in a cellular  

network is given as  

6

0
1

i
i

P P


   (6.3) 

where 0P  is the desired signal power from the desired base station and iP  is the 

interference power from the ith interfering co-channel cell base station. Hence, for a 

wireless link to meet the required quality of service (QOS), the received SIR in (6.3) has 

to exceed a preset threshold; otherwise, the link quality is unacceptable and the mobile 

user experiences outage. 

 6.2 Sensor Networks (Self-Organizing Networks) 

Recently, there has been a great deal of interest in the field of wireless sensor 

networks (WSNs). This is no surprise due to WSNs’ potential in various fields such as 

military surveillance systems, security, environment and traffic monitoring, disaster 

recovery, hazard and structural monitoring (structural stability , air quality and ventilation 

monitoring), inventory management in production environment, and health related 

applications [2, 12, 51]. 

WSNs have been made possible due to great advancements in electronics; thanks to 

very large scale integration (VLSI) and improved fabrication processes that have made 

manufacturing of very tiny, sensitive, cheap, and reliable sensor systems that can be used 

to create a network. Like ants, individually, each sensor node may not accomplish much; 

but working collectively, they have the potential to monitor large areas, and detect 

required events [9]. Wireless sensor networks are thus formed by tiny sensors/nodes that 
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can communicate with each other in a peer-to-peer fashion through a wireless link. We 

use sensor and node interchangeably. These sensors are decentralized, self-organizing 

and capable of collecting, storing, and processing information without depending on a 

pre-existing network infrastructure. There must be a link between the nodes for them to 

communicate with each other. To maintain full connectivity in the coverage area, there 

must be a link from one node to another, throughout the entire network [32, 34, 60].  

Considerable research has been done in various areas such as developing a 

computationally fast and accurate methodology to evaluate the error, detection, and false 

alarm probabilities for networks of arbitrary sizes ( small, medium, and large number of 

sensors) [9]. Since WSNs depend on wireless channel for communication, the networks 

experience such propagation effects as interference, path loss, multipath, and shadow 

fading. Similar to cellular networks, WSNs are driven by coverage and connectivity. For 

a sensor to be able to increase its communication range, it must increase its transmit 

power significantly. This power increase introduces interference within the network. 

Also, deploying many sensors within the coverage area introduces interference; but, 

fewer sensors will compromise the area’s coverage by leaving portions of the area not 

covered. This is due to sensors having either overlapping communication ranges in the 

case of too many sensors or farther apart communication ranges for fewer sensors.  

Sensors that are out of communication range of each other can still communicate 

with each other by if there are other sensors between them that can be used as relays to 

forward the information from the source to destination. An effective WSN will require 

optimal balance on the exact number of nodes required to cover the area. During the 

design and implementation phases of the WSN, appropriate models for interference, 
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capacity evaluation, performance degradation, and signal processing protocols have to be 

determined to alleviate impairments from propagation effects [16]. 

In WSNs such as military surveillance systems, the number of interferers, N is 

usually unknown and changes at each particular instant. This may be due to jamming, 

some sensors being dead, some sensors did not experience the phenomenon of interest, or 

some being out of range. No matter what the reason may be, the number of sensors N, is a 

random variable from a Poisson point process [43, 47, 51, 70]. We assume that the nodes 

remain static once deployed. The nodes transmit with fixed power txP and use 

omnidirectional antennas. All transmissions are exposed to either path-loss, multipath or 

shadow fading or a combination. We assume either Rayleigh or Nakagami fading 

environment and, thus, a desired transmission is successfully received if equation (5.1) is 

satisfied [64]. 

 6.3 Cognitive Radio Networks 

In recent years, there has been increased interest in cognitive radios due to the 

development of intelligent and adaptive wireless devices enhanced by the introduction of 

secondary spectrum licensing. The spectrum in wireless networks is regulated by a fixed 

assignment policy. Government agencies regulate and assign a portion of the spectrum to 

a license holder on a long term basis within a given geographical region. For example, in 

the United States of America, the Federal Communications Commission (FCC) has 

licensed most of the useful wireless communication frequency bands; which has led to 

search for other bands due to dramatic increase of mobile services accessing the limited 

spectrum. So, the industrial scientific and medical (ISM) or 2.4 and 5GHz bands are 
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regulated but unlicensed bands and mainly used for wireless computer networking. The 

popular Bluetooth and Wi-Fi technologies operate in these ISM bands [25] and with most 

gadgets using these technologies, the bands are usually congested and strained. Since the 

licensed and unlicensed spectrum bands are fully overcrowded, there has been ongoing 

research to avoid the looming spectrum crisis. However, recent spectral analysis shows 

that for almost 90% of the time, large portions of the licensed bands are unused and 

underutilized [22]. This has led the FCC to approve dynamic and secondary spectrum 

licensing to utilize the large portions of the unused spectrum. The unused and 

underutilized spectrum portions are known as white spaces or spectrum holes or fallow 

[22].  

Cognitive radio networks (CRNs) are defined as wireless networks that consist of 

several types of users namely: a primary or incumbent user (PU) who is the license 

holder of a specific portion of the spectrum, and a secondary user (SU) or cognitive radio 

user (CRU) who uses spectrum holes in a resourceful way [22, 26]. In licensed bands, the 

PU has priority to access and use the allocated band or channel; while CRU can access 

the channel to search for potential spectrum holes. Research on CRNs is ongoing because 

CRNs have the potential to solve the spectrum overload problem. For example, Akan et 

al [6] discussed the use of cognitive radio opportunistic spectrum access ability in WSN’s 

to eliminate collision and excessive contention delay that densely populated networks 

experience. Authors in [26], discussed how the openness of CRNs leads to various 

security issues and threats. Kusaladharma and Tellambura [40] investigated aggregate 

interference at the PU when SU are distributed in a finite ring. 
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The concept of CRNs is possible because the CRU’s are designed with cognitive 

abilities to sense for PUs existence in their surroundings and adapt to the environment as 

needed to search for spectrum holes. Generally SUs’ spectrum detection techniques can 

be classified as: i) primary transmitter detection where SUs detect a weak signal from the 

PU, ii) primary receiver detection where the SUs search within their communication 

range for all PUs that are receiving data, and iii) interference temperature management 

where the SUs’ compare how many new interferences are received to the interference 

limit. It is assumed that upon sensing the existence of the PU, the SUs either remain silent 

or employ their cognitive abilities to dynamically adjust their operating parameters to 

detect an alternate route to minimize harm to the PUs. In Figure 22, the architecture and 

cognitive abilities that enable SUs to operate in the licensed and unlicensed bands are 

illustrated. When the PU is sensed in the current route, the SUs can search and hop to the 

best available alternate route as long as the link meets the performance criteria. Despite 

CRU’s abilities, there are other factors such as multipath and shadow fading that will lead 

to poor reception of the PU’s beacon. Poor beacon reception by the CRU leads to wrong 

parameter adjustment; which in turn, leads to multiple transmissions causing interference 

at the PU’s end. Hence, aggregate interference modeling at the PU is essential to 

characterize degradation of performance quality. We consider interference in the context 

of CRUs transmissions interfering on a reception at the PU and the reverse is negligible 

because the CRUs are designed to operate under higher levels of interference from PUs.  

In the network, the PU is located at the origin and the SUs are assumed to be 

randomly located according to a Poisson point process. The SUs are assumed to be 

uniformly distributed in a circular area with radius,   that can extend to infinity.  is 
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considered to be PU’s communication range. Thus, the number of SUs in the circular 

region is assumed to follow a Poisson distribution with parameter that denotes the 

average number,  of transmitting SUs per unit area [28, 73]. All SUs are assumed  

to be transmitting in the same frequency as the PU transmitter. Thus, the interfering  

Legend
New Path
Old Path

a) b)  

Figure 22: a) Illustration of cognitive radio network architecture [7], b) Use of 
cognitive abilities to detect the best available alternate route without harming PU. 

transmissions from devices outside   are assumed to be negligible. A certain minimum 

SINR ratio is required for a licensed device (PU) to successfully operate in the presence 

of multiple SUs. The SINR for a failed reception is expressed in (5.1). 

 6.4 VANET 

Until recently, a driver in a vehicle was limited by his/her field of view about the 

surrounding. That is, a driver can only react to situations that are visible to him/her. 

Clearly, this has significantly played a part in the skyrocketing numbers of deaths caused 

by vehicle accidents in the United States (US). Considerable research is ongoing on how 

to reduce accident rate. One suggestion is to improve the field of view by implementing 
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communication between vehicles, thus the birth of Vehicular Ad Hoc networks 

(VANETs). VANETs are prospective technologies for intelligent transportation systems 

(ITS) that have the technological potential to reduce the alarming number of accidents by 

creating a network on the road with vehicles equipped with wireless communication 

devices.  

VANET aims at providing safety and comfort applications through dedicated short-

range communication (DSRC) that includes vehicle-to-vehicle (V2V) or vehicle-to-

infrastructure (V2I) communication. V2V enables communication between vehicles 

without infrastructure and V2I enables communication of vehicles with existing 

infrastructure. Safety applications may include collision avoidance, safe merge 

assistance, emergency vehicles approaching, and hazardous warning; comfort 

applications may include congestion avoidance, internet access, and entertainment. Safety 

applications are motivated by improving driving safety and can be grouped in either 

periodic or event-driven messages. Periodic messages are generated occasionally to 

inform surrounding vehicles about the vehicle’s current status such as speed, 

acceleration, position, and direction; while event-driven messages are emergency 

messages that are critical and of high priority. These messages are sent to inform drivers 

of detected unsafe situations. Safety messages are vital to all vehicles surrounding the 

sender and if not well controlled; their broadcasts may grow exponentially leading to a 

broadcast storm. This can happen when all surrounding vehicles rebroadcast the received 

message and the vehicles that receiver the rebroadcast also rebroadcast and so on. This 

kind of scenario leads to channel congestion, packet collisions, and packet loss. The 
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concept of VANETs is built around the fact that vehicles have the ability to exchange 

information with each other and/or the road-side equipment.  

Research is ongoing in this field even though some progress has been made. For 

example, the investigation in [59] determined that the messages suffered a degradation of 

50% to 70% due to interference and further, that degradation was experienced when the 

messages also suffered shadow fading. Similarly, Lee and Lim [41] showed that 

interference due to multi-hop routing and broadcasting reduced throughput and increased 

packet loss rate. It was observed that the probability of reception decreased in the 

presence of Nakagami fading and in saturation conditions, the probability of reception of 

broadcast messages was as low as 20% - 30% at distances of 100m or greater from the 

sender [68]. In [71], a cooperative retransmission algorithm was proposed that overcomes 

shadow fading caused by blocking objects such as heavy vehicles and interference caused 

by retransmissions. 

We are motivated by the fact that the desired broadcasted message will not only have 

to compete with interfering messages from other vehicles but will suffer from path-loss, 

multipath, and shadow fading. Figure 23 shows how multipath and shadow fading impact 

the transmission range of a vehicle. In an idealistic VANET system, vehicles within the 

circular disk are assumed to receive the message; but in the presence of fading, the 

shaded areas between the dashed and solid lines is out of range while the clear areas 

between the solid and dashed lines are within the communication range of vehicle 1.  All 

vehicles have the same communication range and transmit with the same power txP . 

Vehicle mobility is neglected since it remains almost stationary within a message 

transmission time [38]. Assume that a spectator standing at a random point on a road is 
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Figure 23: a) VANET ideal communication range scenario shown by the black 
dotted line, b) VANET realistic communication range scenario shown by the solid 
blue line. 

able to count the number of vehicles passing by; the number of vehicles passing him/her 

per unit time, say one hour, follows a Poisson distribution with a certain intensity. Thus 

we assume that the vehicles are dispersed in the highway/road according to a Poisson 

process with a parameter of   nodes per area  . The vehicles’ locations on the 

highway/road are uniformly distributed and the number of interfering vehicles, N iswe 

assume that the vehicles are dispersed in the highway/road according to a Poisson process 

with a parameter of   nodes per area  . The vehicles’ locations on the highway/road 

are uniformly distributed and the number of interfering vehicles, N is random. So, a 

vehicle located at distance r from a transmitting vehicle is unable to successfully receive 

the sent message if equation (5.1) is satisfied.  
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 CHAPTER 7  

ANALYTICAL AND COMPUTER SIMULATION RESULTS 

 

 7.1 Computer Simulation  

In this chapter, we conduct extensive computer simulations to validate the analytical 

results developed in chapters 5 and 6. In the simulation, we consider a topology with N 

wireless sensors placed deterministically on a square region of area, 100 m 100 m.   

To validate our mathematical analysis, we performed simulations in MATLAB 

environment. The system parameters are selected as follows: 1txA P  , 3.5  , 

0.01mWattW  , 0 3m  , and 2zm  . The parameters such as , , , ,N w   and   are 

selected or varied suitably. Simulations are performed using the same system parameters. 

For random networks, we choose a random number of sensors according to a two 

dimensional Poisson point process that are placed over the simulation area according to a 

uniform distribution. The links between the sensors are tested to check for outage links. 

The process is repeated many times and the outage probability is computed as an average 

of 1500 simulation runs. 
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 7.2 Numerical Analysis 

 

Figure 24: Plot of outage probability in (5.5) when only one interferer is present and 
3.5  in a Rayleigh fading channel. 

In Figures 24-31, we plot outage probability verses the average power ratio for 

different propagation environments. In Figure 24, we vary the threshold values when 

there is one dominant interferer in a Rayleigh fading channel. When the average power, 

10  , the outage probability is 0.23 for a threshold 3   and 0.50 for a threshold 

10  . Computer simulations were performed and are in agreement with the analytical 

results.  
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Figure 25: Plot of outage probability in (5.5) while varying the number of interferers, 
N when 5   and 3.5   in a Rayleigh fading channel. 

In Figure 25, we plot the outage probability against the average power ratio while 

varying the number of interferers, N in a Rayleigh fading channel. When the average 

power, 40  , the outage probability is 0.20 for 2N   and 0.38 for 4N  . Observe 

that the simulation and the analysis agree. 
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Figure 26: Plot of outage probability (5.7) against the average power ratio while 
varying the threshold when 6N  , 3.5  , 0 3m  , and 2zm  .  

In Figure 26, we vary the threshold values when there are six (6) interferers in a 

Nakagami fading channel. When the average power, 12  , the outage probability is 

0.95 for a threshold 3   and 0.998 for a threshold 10  . Computer simulations were 

performed and are in agreement with the analytical results. 
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Figure 27: Comparing the PDF (5.5) and MGF (5.10) approach analysis results 
when 6N   and 3.5   in a Rayleigh fading channel. 

In Figures 27 and 28, we compare the results obtained by the two methods, that is to 

say the PDF and MGF approaches. The solid lines are for equation the PDF approach for 

(5.5) and the circles are for the MGF approach for (5.10) when 6N   and the threshold 

  is varied in a Rayleigh fading channel. Observe that the results obtained for the two 

approaches agree. 
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Figure 28: Comparing the results obtained by PDF (5.7) and MGF (5.16) approach 
analysis when 6N  , 3.5  , 0 3m  , and 2zm  . 

In Figure 28, the solid lines are for equation the PDF approach for (5.7) and the 

circles are for the MGF approach for (5.16) when 6N   and threshold   is varied in a 

Nakagami fading channel. Observe that the two approaches are in agreement.  
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Figure 29: Illustration of the impact of interference on outage probability given in 
(5.16) for 5  , 3.5  , 0 3m  , and 2zm  . and N is varied accordingly. 

In Figure 29, we plot the outage probability against the average power ratio while 

varying the number of interferers, N in a Nakagami fading channel. When the average 

power, 16  , the outage probability is 0.87 for 6N   and 0.99 for 10N  . 
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Figure 30: The outage probability; a comparison of the fading parameter when 
6N  , 3.5  , 5  , and 2zm  . 

 In Figure 30, we vary the fading parameter for the desired signal. When the average 

power, 16  , the outage probability is 0.87 for 0 3m   and 0.9 for 0 5m  . Observe that 

the Nakagami fading parameter has minimal impact on the outage probability.  
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Figure 31: Illustration of the impact of interference on outage probability in a 
Rayleigh fading (5.28) when .05  and   is varied accordingly. 

In Figure 31, we consider the impact of threshold,  , in a Rayleigh fading channel 

when the number of interferers is random and follows a Poisson distribution with 

intensity .05  . When the average power, 7  , the outage probability is 0.21 for 

5   and 0.3 for 10  .  
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 CHAPTER 8  

SUMMARY AND CONCLUSION 

 

 8.1 Summary of Main Results  

In this chapter, a summary of the results from the analysis with regards to the impact 

of interference on device isolation probability and outage probability are presented. The 

scope of such analysis, motivation and objectives were elucidated in Chapter 1. In 

Chapter 2, we discussed the system models that included the propagation and channel 

models. Fading models and practical environments in which each model is useful in 

quantifying the statistical behavior of the received signal are discussed. In Chapter 3, the 

interference models and the importance of performance measures used in wireless 

communication, especially outage probability and device isolation probability were 

considered. In Chapter 4, we derived in closed-form expression the isolation probability 

for noise-limited systems and interference and noise-limited systems operating in either 

Rayleigh or Nakagami fading with lognormal shadow fading. Secondly, we derived 

expressions for systems with fixed number of interferers and random number of 

interferers using geometric mean and shifted gamma approximations respectively. The 

geometric mean approximation presented upper bounds the communication range. In 

Chapter 5, we present the network performance analysis using outage probability for  
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both fixed number and random number of interferers. We derived closed-form 

expressions for outage probability using a PDF-based approach and MGF-based approach 

in a Rayleigh or Nakagami fading environments. In Chapter 6, we explored a few 

applications and systems that may benefit from the analysis discussed in this thesis. 

Computer simulations were developed and performed in a MATLAB based environment 

to validate our analytical results. The results presented show that the analytical results 

obtained are in good agreement with the simulations. The parameters used reflect a 

realistic wireless network deployment scenario. We can deduce that an increase in the 

number of devices and communication range improves connectivity by comparing the 

two graphs in Figure 8. However, there still some devices that are isolated in both cases, 

mainly, those close to the borders are more likely to be isolated due to the fact that the 

disk area will be smaller compared to those in the center of the network. In (4.8), the 

effects of multipath and shadow fading, and path-loss are clearly observable and 

decoupled and in (4.45), it is evident that log-normal shadowing positively impacts the 

isolation probability that is there is a gain realized.  

In Figure 29, we observe that a device is more likely to experience outage as the 

number of interferers present increases; which is expected in practical application. We 

also observe that the results obtained by either the PDF approach or MGF approach are in 

good agreement. 
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 8.2 Conclusion 

The main contributions from this thesis are highlighted here as follows: 

1) Investigated how channel impairments affect communication in various 

application using device isolation probability and outage probability.  

2) Developed a unified mathematical model which incorporates the main factors 

i.e. channel fading, number of interferers, and transmitter-receiver distances that impact 

successful receptions at receiver end.  

3) Derived in closed-form numerical expressions for isolation probability in noise-

limited systems and interference and noise-limited systems operating in either Rayleigh 

or Nakagami fading with lognormal shadow fading. These derived closed-form 

approximations are useful for evaluating the overall network connectivity and fidelity in a 

wireless channel with co-channel interference. Simulation results have been presented, 

which show the soundness of the proposed techniques.  

4) Derived isolation probability expressions for systems with fixed number of 

interferers and random number of interferers using geometric mean and shifted gamma 

approximations respectively.  

5) Explored also is the outage probability where closed-form expressions were 

derived using PDF-based approach and MGF-based approach in a Rayleigh or Nakagami 

fading environments. Aggregate interference was considered to be either gamma 

distributed or alpha-stable distributed. The special cases that were considered confirmed 

the correctness of the analysis.  
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 8.3 Suggestions for Future Work 

We plan to extend the outage probability analysis to networks where the path-loss 

exponent is random. We also plan to extend the path-loss model to address the peculiar 

behavior when 1r  . We plan to generalize the results to more general device placement 

distributions and investigate the impact of device mobility on connectivity.  
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 APPENDIX A  

 

Derivation of (4.37) and (4.44) 

  

2
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u u
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



                   
    (A.1) 

Let   1 2 2

0 0i iu u    account for fading, the we obtain (4.33). Observe that 1   

for Since N~ Poisson   , then compound Poisson sum is approximated using a (4.37). 

shifted gamma function. Let 
1

1N

i
i

Z r 




 , then ;Z k S   where k   and 

 ~ ,S   .It follows that Z  has a sifted gamma distribution given in (4.34) and  
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 (A.2) 

To compute the means, we let 1r     ; where  is a constant; thus 

  1 r      

  where  . The PDF of r   is given as  
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;     0<p C
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 
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Thus, 
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 where  . It 

follows that the first, second, and third moments are obtained as  
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 (A.4) 

Substituting (A.4) into (A.2), we obtain the results in (4.40). Then we find the 

expectation using (4.34) yielding  
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where   . The integral can be computed by first changing variable; that is let 

z k   . Then, we have  
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We perform another change of variable to t k , which yields 
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Using [4, eq.(13.2.5)], we have  
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The above equation can be rearranged to obtain 
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Observe the  appears in k and   only, thus, we have  
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 , which results in (4.42). But 
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To perform the first expectation, we use the PDF for the ratio given in (9.7) to obtain 
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Thus using [30, eq.(3.194.3,8.384.1)], we obtain the result in (4.41) when 2  . 

To perform the second expectation, we use the log-normal PDF given in (2.10) with zero 

mean yielding 
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Performing a change of variable and using [30, eq.(3.323.2.10)], we have the result 

presented in (4.31) where 2v  . Substituting (4.31) and (4.30) into (A.6) and the result 

of (A.6) into (A.5). The outcome is substituted into (A.1) yields the result given in (4.44). 

1 To obtain (4.37), just substitute the fading parameter  in (A.6). 
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Derivation of (5.16). 

Using equation (5.14) and (5.15), the derivative can be expressed and simplified as below 
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Substituting (A.8) into (5.14), we have  
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, the integral in (A.9) becomes  
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With the help of [30, eq.(3.194.2.6)], the integral in (A.10) is performed to yield the 

result in (5.16). 
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Derivation of (5.20) 

To simplify (5.18), we use the following moment generating function (MGF) identities. 
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so that the differentiation term becomes  
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where 0 z   . Considering the last term in (A.11), we have  
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the outage probability as 
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But by using [4, eq.(13.1.10)], (A.14) can be expressed as (5.20). 

Derivation of (5.30) 

The exponential function in (5.29)can be expressed as contour integral as below 
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Substituting (A.15) into (5.29), we have 
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Substituting (A.17) in (5.14), making a change of variable 0
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eq.(2.54)],we have the outage probability as  
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, .k l

p qH is Fox’s H-function defined in (B.1).  For the special case of 
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Then, we use the definition of the Meijer’s G-function (B.2) to simplify (A.20) as 
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. Substituting (A.21) into (A.19) yields the outage 

probability in (5.30)  
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 APPENDIX B  

 

 B.1 Fox’s H-function [46]  

H-function is defined using Mellin-Barnes type integral as  
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 B.2 Meijer’s G-function [30] 

The Meijer G-function is a special case of the H-function (B.1) and is obtained by 

letting 1j jT B  , thus G-function is expressed as  
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 APPENDIX C  

 

The MATLAB code used for simulation is given below.  

clear all;clc;close all; 
tic; 
att_coef=3.5; 
W=10^-4; 
Ptx=1; 
L = 100; 
Kx=1; 
Ky=1; 
Mx=3; 
pwr0 = 5; 
pwri = 1; 
sigm=1; 
Gx=1; 
My=2; 
Gy=10; 
do=0; %Exclusion zone 
Thresh =10; % Minimum Sensor sensitivity 
N_dens=10^-3; % Sensor density 
N_itera=1500; % Number of iterations 
iso_prob=zeros(1,N_itera); 
bin_prob=zeros(1,N_itera); 
  
for k=1:N_itera 
clear dist top1 s Px; 
N=poissrnd(N_dens*L^2); 
dist=zeros(N+2,N+2); 
netXloc = unifrnd(-50,50,N+2,1); 
netYloc = unifrnd(-50,50,N+2,1); 
B=[netXloc netYloc]; 
for i = 1:N+2 
dist(i,:)=sqrt((B(i,1)-B(:,1)).^2 +(B(i,2)-B(:,2)).^2); 
end; 
for i = 1:N+2 
dist(i,i)=0; 
end; 
top1=zeros(N+2,N+2); 
Px=zeros(N+2,N+2); 
for i=1:N+2
    for j=1:N+2 
        if (i~=j) 
            top1(i,j)=Kx*gamrnd(Mx,Gx)*lognrnd(0,sigm)*(dist(i,j)^(-
att_coef)); 
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            LDist=dist(j,:); 
            LDist(i)=0; 
            CC=find(LDist>do); 
            DD=Ky*gamrnd(My,Gy).*lognrnd(0,sigm); 
            VV= LDist(CC)'; 
            s = VV.^(-att_coef) .*DD; 
            BBo=sum(s); 
            Bo=BBo+W; 
            AB=(top1(i,j)/Bo); 
          if (AB >= Thresh) 
            Px(i,j)=1; 
          else  
            Px(i,j)=0;   
          end 
        end 
    end 
         
end 
  
UU=sum(Px)'; 
III=sum(Px,2); 
JJ=UU+III; 
z=length(find(JJ==0)); 
iso_prob(k)=z/N; 
end 
  
CCC=isnan(iso_prob); 
iso_prob(CCC)=0; 
PP=sum(iso_prob)/length(iso_prob); 
toc; 
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