






































































Then we assign the entire slot to the winner: 

r ; ( y [n]) = l , if k=k ' [n] 

r; ( r [ n]) = 0 , if k * k • [ n] ( 19) 

The scheduler at the AP "'greedily'' assign the entire time per slot to a single winner 

with the largest weighted rate, where the weight of user k is adaptively provided by 

V' U K (F [ n]) + iK [ n] . Upon convergence, the optimal scheduling then follows such a 

winner-takes-all policy with user weights V' U Jr') +A: , where A: denotes the 

optimal Lagrange multiplier. When k experiences a good channel state, i.e., rk [n] is 

large, then its weighted rate becomes large and it is likely to be scheduled for slot n. 

As the random r varies per slot, the AP can then capitalize on multi-user diversity 

as it schedules the user terminal with the best channel which takes the largest 

weighted rate. On the other hand, the user weights V' Uk (r ' ) +A; account for the 

desirable fairness and prescribed rate requirements. 

With r' = r(r') denoting the optimal solution for (17), under the A-1 and A-2 the 

estimate F[n] asymptotically converge to r' , i.e., lim "_."' F[n]---+ r' , in probability 

as step-size ,B ---+ 0 ; and the corresponding time allocation converges to the globally 

optimal one for (17), this implies that the on-line scheduling policy specified in (19) 

can asymptotically converge to the optimal one solving ( 17). 
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According to expression ( 19), the AP transmits to user k * [ n] with the rate with error 

packets is Ym•< :dnJl. Taking into account error packets packet receptions notified by the 

user, the transmit rate rk. [n] can be calculated at the AP in average: 

Using the transmit raterk.[n], we can update the scheduler which is repeated as: 

0[n + l] = (l - .8)0[n] + ,Brk.[n], when k = k*[n] 

0[n + l] =( l - .B)0[n], when k 7:- k*[n] 

Ak [n + I] = [Ak[n] + ,B(ik - rk. [n])]",when k = k*[n] 

(21) 

(22) 

Ak [ n + I] = [ Ak [ n] + ,Brk r , when k 7:- k • [ n] (23) 

Where ,8---+0 is a small step-size, and[xr = max(O, x). The updated r;,[n + l] and 

A.k [ n + I] wi II be used in the next slot scheduling calculation. The iterations in (22) 

and (23) follows a greedy primal-dual (GPO) approach originated in [12], where 

convergence of such a scheme was established based on the fluid limit and Lyapunov 

drift arguments. Assuming the fading process is Markovian, it was shown that any 

weak limit of the GPO trajectory follows so-called fluid sample path (FSP) with 

probability I as .B ---+0. Since the corresponding FSP is proven to be asymptotically 

optimal via a Lyapunov argument under A-1 and A-2, so is the GPO scheme. 
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Furthermore, the latter weak convergence result has been enhanced by recent work in 

[II], where it was show that it was shown that the iterations in ( 18) and ( 19) follow a 

stochastic feasible direction principle, and their convergence can be established using 

the stochastic averaging tools in [ 12] . Hence, the Markov assumption can be relaxed 

and only stationary of the fading in OC-1 is required. 

With ~[n] and --1An] available from the last iteration and given the current Q-CSI 

m' (y[ n]), the AP schedules in accordance with the winner-takes-all policy 

determined by expression (18), (19) to obtain ~[n + l] andA.k[n + l] . With the 

automatic learning of the fading distribution F(y), the scheduling scheme is capable 

to work without knowing the fading distribution. 

4.4 Summary 

We propose an on-line scheduling algorithm which can optimally capture the 

available multi-user scheduling schemes which can optimally capture the available 

multi-user and retransmission diversities. This on-line scheduling algorithm can also 

operate even when the underlying fading channel distribution is unknown a priori, 

while asymptotically converging to the off-line benchmark with guarantees on 

prescribed fairness and rate requirements. 
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5. SIMULATION RESULTS AND DISCUSSION 

5.1 Simulation setup 

We test the proposed scheduling scheme in a simulated IEEE 802.16 downlink. We 

first introduce the summary of simulation processing with MATLAB. For user k we 

can update the general Nakagam i-m function in (I) to: 

Where rk is the instantaneous SNR per slot which is a random number. We set the 

Nakagami fading parameter n = I (Rayleigh fading) for all users. The packet length 

is M P = l080.There is 7 un-coded M-QAM modulation modes in table l. With the 

modes, the PER can be closely approximated as: 

Where am, gm and rpm are mode-depend, m is the mode index. In all the simulations, 

we set the prescribed PER at the AMC layer PHx =0.0 I. For the given retransmission 
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number N,"', the PER PI'Hr at the PHY layer is 

So we can obtain the boundary points as: 

Yo= 0, 

l l ( a k. m ) 
rk .m = -- n =---, 

g k. m p I'HY 

m = l,2,3, ... ,M, 

YM+I = +OO · 

Now we can implement the AMC selection following: Mode m • (y k) is chosen for 

5.2 Simulation results 

The simulation figures show the benefit of multi-user diversity, retransmission 

diversity and the stochastic scheduling. In the first 5 cases, we first assume that all the 

user-links have the same average SNRs rk = f, have no minimum rate requirements, 

i.e. , r = 0, and the utility function is selected as the sum of the average user rates, 

U(r) = 2::=
1 
rk , which also indicates the spectral efficiency. We do not count the 

erroneous packet which may require retransmissions. 
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Figure 5. Average spectral efficiency for AMC when retransmission is not 

allowed 

Case 1: We first test the performance of the AMC in multi-user networks. In this case, 

no retransmission is allowed; i.e., no ARQ protocol is operated at MAC layer. Figure 

5 shows the achieved average spectral efficiency when the user number ranges from 

K=l to K=5, and the average SNR ranges from I to 50 dB. At the low SNR range 

which is between 0-5 dB, the average spectral efficiency is almost the same and 

changes slowly. But at the SNR range of 5-I 0 dB, we can obtain significantly greater 

average spectral efficiency. This demonstrates that multi-user diversity can bring 

gains in average spectral efficiency. 
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Figure 6. Average spectral efficiency when the maximum retransmission is 1 for 

5 users 

Case 2: Here we assume that ARQ protocol is operated at the MAC layer and the 

erroneous packet can be retransmitted once; i.e. , Nrm = l . Figure 6 shows the 

achieved average spectral efficiency when the user number ranges from K= l to K=5, 

and the average SNR ranges from I to 30 dB in this case. We can find that the average 

spectral efficiency of multi-user is much greater than that of single user at the same 

SNR from the SNR range I OdB-30dB. Thanks to the retransmission and multi-user 

diversity. 2-5 users have more efficiency than single user. But in this figure we can not 

see clearly about the gain from retransmission diversity. 
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Figure 7. Comparison of average spectral efficiency when the number of users is 

K=l and K=3 

Case 3: Here we compare the average spectral efficiency for single-user and 

multi-user cases with and without retransmission. From Figure 7, we can clearly see 

the gain from retransmission diversity . For si ngle-user and 3-users cases, average 

spectral efficiency significantly increases when retransmission is allowed. And for 

3-users case, the multi-user diversity brings about 2 dB gai ns in average spectral 

efficiency. For single-user case, the retransmiss ion diversity with Nrm = I bring about 

4 dB. 
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Figure 8. Comparison of average spectral efficiency for different N rm values 

when the number of users is K=l and K=3 

Case 4: It is shown in Figure 8 that the resultant spectral efficiency when different 

N,"' values are adopted for single user and multi-users (3 users). Only allowing 

N,"' = I retransmission can bring about 2dB SNR improvement in spectral efficiency 

because of the retransmission diversity. The improvement degrades quickly when 

N,m increases. Overall, the combination of retransmission and multi-user diversities 

can account for about 6 dB increase on spectral efficiency. 
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Figure 9. Average spectral efficiency gains from retransmission diversity 

Case 5: We tested the spectral efficiency difference between Nrm =2 and Nrm =0 fo r 

4 users to show the efficiency gains in Figure 9. For each curves of this figure , they 

all reach the maximum values when the average SNR is about 23 dB. [n other words, 

they obtain the greatest gain of multi-user and retransmission diversities when the 

average SNR is about 23 dB. Here we can clearly see that when Nrm increases the 

improvement degrades quickly. This implies that the maximum number of 

retransmissions need not be arbitrarily large. Only small numbers of retransmission 

can achieve sufficient spectral efficiency gain. 

36 



0.7--- ---------

0 .6 -

0 5 -

u ., 
<J) 

~ 0 4 ~ 
e ., 
1ii cr: ., 
g> 0.3 .­
:v 
> 
<{ 

0~-~~~~-~~-~~~~-~-----------~-~ 
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 1 0000 

lnteration n 

Figure 10. Average user rate evolution results for the proposed stochastic 

scheduling algorithm 

Case 6: In this test, we assume that there are K = 4 users with averages SNR: lOdB, 

8dB, 6dB, 4dB, the corresponding curves range from top to bottom in Figure l 0. The 

maximum retransmission is 2. The utility function is chosen asU(;) = I:=
1
ln(;k + 5), 

where 5 = l o-4 is a very small number ensuring that the function is bounded. In 

addition, the minimum rate requirements for the users are r = 0.1 bits/sec/Hz for all 

users. When the number of slots grows, the average user rate converges, and the 

prescribed minimum rate requirements are met for all users. In fact, F[n] converge 

to the exact r· only when a vanishing f3 ~ 0 is adopted. For a constant f3 > 0 , 
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fr[ n] will reach the neighborhood and hover around the optimal r '. This explains the 

variation of fr[ n] after convergence. 

5.3 Summary 

We verified the incorporated retransmissions in multi-user wireless links and put forth 

a stochastic scheduling algorithm is capable to jointly collecting the available 

multi-user and retransmission diversities to enhance the spectral efficiency in the first 

5 cases. The stochastic scheduling scheme in Case 6 is simple to operate even when 

the underlying fading channel distribution is unknown while asymptotically 

converging to the off-line benchmark with guarantees on prescribed fairness and rate 

requirements. 
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6. CONCLUSION 

We incorporated retransmissions in multi-user wireless links and put forth a stochastic 

scheduling algorithm which is capable of jointly collecting the available multi-user 

and retransmission diversities to enhance the spectral efficiency. The stochastic 

scheduling scheme is simple to operate even when the underlying fading channel 

distribution is unknown while asymptotically converging to the off-line benchmark 

with guarantees on prescribed fairness and rate requirements. 
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APPENDIX: MATLAB CODES USED IN SIMULATIONS 

Single user analysis: 

% a function of average received SNR, maximum retransmission number, 

prescribed % PER at the PHY layer and Nakagami coefficient m to calculate the 

average spectral %efficiency. 

function Se=analysis(rbardb,Nrmax,Ploss,m) 

% initial prescribed PER 

Ploss=O.O I ; 

% change dB to number 

rbar= I OA( rbard b/ 1 0); 

% model-depended coefficient for 7 modes 

an=[67.7328, 73.8279, 58.7332, 55.9137,50.0552, 42.5594,40.2559] ; 

gn=[0.9819, 0.4945, 0.1641, 0.0989, 0.0381 , 0.0235,0.0094]; 

% change dBto number 

rpn=[ I 0/\( 6.3281 / 1 0), 1 0/\(9 .3945/ I 0), I OA(l3 . 94 70/ I 0), I 0/\( 16.0938/1 0), 
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I 0"' (20.11 03/ 1 0), I 0" (22.0340/ 1 0), I 0" (25.9677/ 1 0)]; 

% prescribed PER and MAC layer 

Ptarget=Ploss" ( 1/(N rmax+ I)); 

% m=O to avoid deep fading 

mO=O; 

% initial zero vectors 

rn = zeros( I, 7); 

Prn = zeros( I, 7); 

bn = zeros( I, 7); 

PERn = zeros( I, 7); 

fori =1:7 

end 

rn(i)=max(rpn(i),( 1/gn(i))*log(an(i)/Ptarget)) ; 

bn(i)=(m/rbar)+gn(i); 

fori = I :6 

%calculate the probability function 

Prn(i)=(gammainc( m * rn(i)/ rbar,m, 'upper')-gammainc( m *rn(i+ I )/rbar,m, 'upper')); 
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PERn(i )=( 1/Pm(i) )*( an(i) )*( ( m/rbar)"' m) * (gammainc(bn(i)* m(i), m, 'upper')-gammain 

c(bn(i)*m(i+ I ),m,'upper'))/((bn(i))"m); 

end 

Pm(7)=(gammainc(m*m(7)/rbar,m,'upper')); 

PERn(7)=( I/Pm(7) )* ( an(7) )*( ( m/rbar)"m) * gammainc(bn(7) * m(7),m, 'upper')/( (bn(7)) 

"m); 

Rn = 1:7; 

% average packet error rate 

num=sum(Rn. * Pm. * PERn); 

den=sum(Rn. * Pm); 

PER=num/den; 

Nbar=( 1-PER"(Nrmax+ I))/( I-PER); 

% average spectral efficiency 

Se=den/Nbar; 
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Multi-user analysis: 

% a function of user number, weight, average received SNR in dB, maximum 

number % of retransmission, prescribed PER at the PHY layer, and Nakagami 

coefficient m to% calculate the average spectral efficiency. 

function Se=multisimu(k,w,rbardb,N rmax,Ploss,m) 

% k is the number of users 

%average SNR in dB change to number 

rbar= I O." (rbardb/ I 0); 

% model-depedend coefficient for 7 modes 

an=[67.7328, 73.8279, 58.7332, 55.9137, 50.0552, 42.5594,40.2559]; 

gn=[0.9819, 0.4945, 0.1641, 0.0989, 0.0381, 0.0235,0.0094]; 

rpn=[6.3281, 9.3945, 13.9470, 16.0938,20. 1103,22.0340, 25.9677]; 

%change dB to number 

rpn = IO." (rpn/ 10); 

Rn = 0:7; 
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% initial vector 

PO=zeros( I :k) ; 

% loop to calculate the prescribed PER at the MAC layer. 

fori= I :k 

PO(i)= Ploss(i Y'( I /(N rmax+ I)); 

end 

% mO=O; 

m = zeros(k,8); 

for i=l:k 

for j = l :7 

rn(i,j + I )=max(rpn(j),( I /gn(j))* log( an(j)/PO(i)) ); 

end 

end 

% Nkbar 

Nkbar=zeros( I ,k); 

for i= l :k 

Nkbar(i)=( 1-PO(i)" (Nnnax+ I))/( 1-PO(i)); 
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end 

% loop 20000 times to calculate average spectral efficiency 

total=O; 

r=zeros( 1 ,k); 

for t= l :20000 

for i= l :k 

r=gamrnd(m,rbar./m); %generate random SNR by MA TLAB 

function o/ogamrnd() 

end 

Rk=zeros( 1 ,k) ; 

N=zeros( 1 ,k); 

for i= 1:k 

N(i)=find(rn(i,:)<r(i), l , 'last' ) ; % N is the mode index. 

Rk(i)= Rn(N(i)) ; 

end 
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end 

Rw=w. *Ric/Nkbar; 

[temp,ks ]=max(R w); 

if Rk(ks) -= 0 

c=rand( I ,Rk(ks)); 

PERnr=an(N(ks)-1 )*exp(( -gn(N(ks)-1 ))*r(ks)); 

N s=length(find( c> PERnr) ); 

else 

Ns=O; 

end 

total=total+w(ks)*Ns; 

% Average spectral effciency 

Se=total/20000; 
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Analysis plot: 

Ploss = 0.0 I; 

m=l; 

Se = zeros( 4, 30); 

Nrmax = 0:3; 

rbardb = I :30; 

fori= I :4; 

for j = I :30; 

Se (i,j) = analysis(rbardbU),Nrmax(i),Ploss,m); 

end 

end 

fori= I :3 

end 

plot(rbardb, Se(i,:),'-o'); 

hold on; 

xlabel(' Average SNR') 

ylabel('Average spectral efficiency') 
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Multi-user plot: 

%6 inputs 

k= l ; 

Ploss=O.O I; 

m= l; 

w= l ; 

Nrmax=0:3; 

rbardb=zeros( I ,k); 

Se=zeros(k,30); 

for i= l :30 

rbardb=rbardb+ I; 

for j = I :4; 

%Average spectral effciency 

Se(j,i) = multisimu(k, w,rbardb,Nrmax(j),Pioss,m); 

end 

end 

fori = 1:4 

plot(! :30, Se(i, : )); 
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hold on; 

end 

xlabei('Average SNR') 

ylabei('A verage Spectral Efficiency') 
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Stochastic multi-user scheduling (utility function) 

% k is the # of users 

k=4; 

% SNR dB is changed to number 

rbardb=[ I 0 8 6 4]; 

rbar= I 0. /\(rbardb/ 1 0); 

% prescribed PER at PHY layer 

Ploss=[O.O I 0.0 I 0.0 I 0.0 I] ; 

%maximum retransmission number 

Nrmax=2; 

% weight for each user 

m=[ l I I I]; 

% prescribed rate=O for 4 users 

ratei =[O 0 0 0]; 

%small-step number 

beta=O.OO I ; 

% model-depedend coefficient for 7 modes 

an=[67.7328, 73.8279, 58.7332, 55.9137, 50.0552, 42.5594,40 .2559]:_ 

gn=(0.9819, 0.4945, 0.1641, 0.0989, 0.0381, 0.0235,0.0094]; 

rpn=[6.3281 , 9.3945, 13 .9470, 16.0938, 20.1103, 22.0340, 25.9677]; 

% change dB to number 
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rpn = I 0/'(rpn/1 0); 

Rn = 0:7; 

PO=zeros( I :k); 

for i= l :k 

PO(i)=Pioss(iY'( I /(Nrmax+ I)); 

end 

%m0=0; 

rn = zeros(k,8); 

for i=l :k 

forj = l:7 

rn(i,j+ I )=max(rpnU),( I /gnU))* log(anU)/PO(i))); 

end 

end 

rate2=zeros( I OOOO,k) ; 

w=zeros( I OOOO,k); 

r=zeros( I ,k); 
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% loop 20000 times 

for t= I : 19999 

rate2( I,: )= rate I ; %rate I for t= I 

w(t,:)= l ./(rate2(t,:)+O.OOO I); 

for i= l :k 

r=gammd(m,rbar./m); 

end 

Rk=zeros( I ,k) ; 

N=zeros( I ,k); 

for i= l:k 

N(i)=find(rn(i,:)<r(i), I, ' last') ; % N is the modle #. 

Rk(i)=Rn(N(i)); 

end 

Rw=w(t,:).*Rk; 

[temp,ks]=max(Rw); 
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end 

% Rk(ks) 

if Rk(ks) -= 0 

c=rand( I ,Rk(ks)) ; 

PERnr=an(N(ks)-1 )*exp(( -gn(N(ks)-1 ))*r(ks)); 

b=find(c> PERnr); 

Rk(ks )=length(b ); 

end 

for i= l :4 

ifi == ks 

rate2(t+ I, i)=( l-beta)*rate2(t,i)+beta* Rk(ks ); 

else 

rate2(t+ I, i)=( l-beta)*rate2(t, i); 

end 

end 

% plot 4 curves for stochastic multi-user scheduling algorithm 

for i= l:4 

end 

plot( I :20000,rate2( :, i)); 

hold on 
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