














































































































































4.6 COMPUTER SIMULATIONS 

The advantage of the proposed es timation method has been evaluated by computer 

s imu lations. 
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Figure 23 : I 0 Di vided Electrode equ ivalent c ircui t mode l 

The above d iagram shows I 0 d iv ided electrode equivalent circ uit model. The latter 

models are derived fro m this structure. 

Model 1: Three-layered structure model with a tumor. It is a square lattice type of 

the two-di mensional di stribution. In thi s figure, the layer] represents subcutaneous fat 

layer. The Layer2 represents lacteal grand layer and the layer3 represents musc le 

layer. The tumour is placed in the centre of the layer2 of the three- layer structure 

mode l. Therefore, this model incl udes 12 parameters. 
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Figure 24: Layered Tissue Model with a Tumor 

Where, 

layer I =subcutaneous layer 

layer 2= lacteal gland 

layer 3= muscle layer 

Table 3 : Model parameters 

Model Parameters 
Re[O] R;[O] Cm[nF) 

Layer I 250 250 6 
Layer 2 50 50 34 
Layer 3 83 83 16 
Tumor I 10 I 10 10 

Table 3 shows each assumed parameter value for the model. The error change in the 

convergence progress is shown in Figure 23. An error value is shown in table 4. 

64 



The number of voltage electrodes is 5 and that of current electrodes is 5. Moreover, 

measurement frequencies are I 0 in the range of 0 to I OO[kHz]. Thus, the number of 

measurement data is 5x5x I 0=250. 
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Figure 25 : Change in convergence progress 

Table 4: Various error values 

Iteration Count Error in% 
0 24.62 
I 5.88 
2 1.54 
3 0.32 
4 0 .08 
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Table 5: Initial Parameters and Estimated Parameters 

Initial Parameters Estimated Parameters 
Ri[O] Re[O] Cm[nF] Ri[O] Re[O] Cm[nF] 

Layer 1 400 400 2 250 250 6 
Layer 2 70 70 25 50 50 34 
Layer 3 60 60 20 83 83 16 
Tumor 80 80 20 110 110 lO 

Model2 

This is equivalent circuit model divided into I 0 parts. Two models are explained from 

these simulations and a third novel model is derived with combination of both the 

algorithms. Both Newton's and Alopex are employed for model A, model B and the 

third, model C is a hybrid model, a combination of the 2 algorithms. In this 2-layered 

structure model the number of current electrodes is 2, number of voltage electrodes is 

I and measurement frequencies is I 0. 
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Figure 26: Two-layered structure model 

Model A: Newton's method 

Table 6 : Parameters using Newton's method 

Parameter Values Re[Q] Ri[Q] Cm[nF] 
Model No. I 180 180 10 
Parameters No.2 80 70 ll 
Initial No.I 200 200 30 
Parameters No.2 200 200 30 
Estimated No. I 180 180 10 
Parameters No.2 80 70 I l 

In above table each parameter values are estimated using Newton's Method. 

The model parameters were estimated starting from initial parameters. 

Figure 23 shows convergence of the error. 

In this result, each parameters was able to estimate with high accuracy . 
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Figure 27 : Convergence of error using Newton's method 

Model B: Alopex Method 

68 



Table 7 : Initial parameters using Alopex method 

Parameter Values Re[Q] Ri[Q] Cm[nF] 
Model No. I 180 180 10 
Parameters No.2 80 70 II 
Initial No.I 200 200 30 
Parameters No.2 200 200 30 
Estimated No. l 182.5 220.8 10.1 
Parameters No.2 79.0 57.8 10.9 

The table values are parameter values estimated by Alopex method. 

The graph is for error vs iteration count 

X axis:error in % 

Y axis :iteration count 

The graph obtained using alopex method shows clear convergence in error.The initial 

error is about 2%. 
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Figure 28 : Graph of error vs number of iterations 

Model C: Hybird model, a combination of Newton's method and Alopex method 

Employment of Alopex method decreased the the error gradually.However, it is 

difficult to estimate accurately using Alopex method.We noticed in these results 

that each of the parameters were estimated with higher accuracy using Newton's 

method.But if we can't choose appropriate initial parameters, it is difficult to 

estimate using Newton's method. 

Hence to obtain results with appropraite initial parameters as well as with high 

accuracy ,simulations were tried using a combination of both Alopex and 

Newton's method. 

Here are the results for the same: 

-At first, Alopex method is used to estimate. 

-Next, we simulated using Newton's method with results obtained by Alopex method. 
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Table 8 : Parameter values using Alopex method 

Parameter Values Re[Q] Ri[Q] Cm[nF] 
Model No. I 180 180 10 
Parameters No. 2 80 70 II 
Initial No. I 0 0 0 
Parameters No. 2 0 0 0 
Estimated No. l 174.9 161.8 6.9 
Parameters No.2 86.0 117.7 17 .6 

Table 9: Combination of Newton and Alopex Method 

Parameter Values Re[Q] Ri[Q] Cm[nF] 
Model No. 1 180 180 10 
Parameters No. 2 80 70 II 
Initial No. I 174.9 161.8 6.9 
Parameters No. 2 86.0 117.7 17 .6 
Estimated No. l 180.0 180.0 10.0 
Parameters No.2 80.0 70.0 11.0 

In table 9 parameter values are obtained using newton's method. Initial parameter is 

result obtained by Alopex method. 
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CHAPTERS 

CONCLUSION AND FUTURE DIRECTION 

5.1SUMMARY 

In this research, we proposed the use of EIT, a non-invasive technique that makes 

it possible to measure two or three dimensional impedance of living local tissue in a 

human body that is applied for medical diagnosis of diseases. In this process, 

electrodes are attached to the part of human body and an image of the conductivity or 

permittivity of living tissue is inferred from surface electrodes. EIT is applied for 

imaging the information related to tissue structures, physiological functions and 

various states of tissues at various junctures. An image of the conductivity or 

permittivity of a part of the body is inferred from surface electrical measurements 

obtained from EIT. However, estimating parameters and electrode structure for these 

measurements is a cumbersome task. In this thesis we have worked towards 

alleviating drawbacks of EIT such as estimating parameters and electrode structure. 

As a part of research we have seen multiple methods for medical tissue diagnosis 

such as X-ray, CT, MRI and Ultrasonic Imaging. These methods create a two

dimensional image from information based on density distribution of the living tissue. 

On the contrary, EIT creates a two-dimensional image from information based on the 

impedance characteristics of the living tissue [Geddes and Hoff, 1964J . Therefore, 

EIT obtains constructive information that can not be obtained by other image 

diagnosis devices. This information acquired through EIT can be easily used clinically . 
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We addressed the issue of electrode structure by using an arrangement called 

"divided electrode" for measurement of bio-impedance in a cross section of a local 

tissue. Its capability was examined by computer simulations, where a distributed 

equivalent circuit was utilized as a model for the cross section tissue. Further, a novel 

hybrid model was derived which is a combination of artificial intelligence based 

gradient free optimization technique and numerical integration in order to estimate 

parameters. This ameliorates the achievement of spatial resolution of equivalent 

circuit model to the closest accuracy. 

Using the equivalent circuit model ,we presumed the bio-impedance distribution 

from the impedance data obtained from measurement of body surface of the living 

being. Presumption flowcharts for Newton and Alopex method from chapter 4 

further showed the detailed steps used for mathematical calculations. 

Following EIT, electrodes were attached to arm and equivalent circuit was derived. 

'ZD' was referred as impedance data being measured and 'w' a measurement 

frequency. 

ZD( (J) )=( czo< I) ( (J) ),ZD(2)((J) ), ... ,zo<K)( (J) )) T 

Parameter vector of the derived circuit was given by P. The original value obtained 

for it had a small error. Using the estimation method, the value of p was determined. 

The circuit parameter vector p was measured by impedance data ZD. p was changed 

so that 8Z(p,ro) = Z(p,ro) -Z(pO,ro) may approach zero. The delta value obtained from 

this equation was also called calculating factor queue A. 

In Newton's method, relative error of measured data and initial parameter data was 

sought by E .This was calculated by measurement frequency score and number of 

electrodes. We kept checking if error is less than 0.0 l if not then we assumed a 
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calculating factor queue A which was solved by making smallest two multiplication 

for finding the initial value of the parameter . 

Alopex algorithm used similar method for presumption. We iteratively kept 

verifying if error is less than 0.01 . Based on this value we used a change parameter P 

which was calculated by probability. For both methods, we obtained various values 

for true value, initial value and estimator values. The advantage of the proposed 

estimation method was evaluated by computer simulations. 

As seen in chapter 4, model I derived from a I 0 electrode equivalent circuit model 

is a three-layered structure model with a tumor. It was a square lattice type of the two

dimensional distribution. Layer!, layer2 and layer3 of the structure represented 

subcutaneous fat, lacteal glands and muscles respectively. The tumour was placed in 

the centre of the layer2 of the three-layer structure model. Therefore, this model 

included 12 parameters. The model parameter values were assumed and graphs of 

iteration count and error in % was determined. These values were obtained initially to 

serve as comparative study for the computer simulations carried out later. 

Model 2 was two-layered structure model as opposed to model I which was 

derived considering a 3 layer structure. Its equivalent circuit model was divided into 

10 parts. Two algorithms, Newton's and Alopex were employed for model A, model 

B respectively and the third, model C was a hybrid model, a combination of the 2 

algorithms. Following the same procedures, the graphs were obtained using alopex 

method showed clear convergence in error. The initial error obtained was about 2%. 

Model C was a hybrid model, a combination of Newton's method and Alopex 

method. Even though, employment of Alopex method decreased the error gradually, 

it was difficult to estimate accurately using Alopex method.We noticed in these 

results that each of the parameters were estimated with higher accuracy using 
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Newton's method.But if we can't choose appropriate initial parameters, it is difficult 

to estimate initial parameters using Newton's method . In order to obtain results with 

appropraite initial parameters as well as with high accuracy ,simulations were tried 

using a combination of both Alopex and Newton's method. Hence this combination 

helped us to overcome the problems of vague estimation and inaccuracy. 

5.2 SCOPE OF FUTURE WORK 

In this thesis, we focused into the practical aspects of EIT by trying to solve 

inverse problem of calculating mathematical values for current and potential from the 

conducting surfaces. During our course of work we have seen that EIT accelerating in 

multiple arenas. We see a possibility of EIT being used more predominantly in 

medical field. This technique could be worked upon for active development of a 

measurement system for clinical purposes. 

We have worked on proof of concept for the hybrid model ; this model could 

be imbibed into an actual system for clinical data gathering and evaluation. Further 

using this work as base, more algorithms could be tried upon the equivalent circuit 

model for parameter values to the closest proximity. A permutation and combination 

of various algorithms and methods could help in enhancing the efficiency of the 

results. 

Further, the idea of EIT could be extended to make the overall process of 

parameter estimation faster. Efforts could be put forth to get images with higher and 

better resolution so that it is easier to derive circuits and assess values. This mainly 

alleviates the problem of circuit design due to complex biological tissue structures. 

More experiments can be carried out on animal tissue instead of humans for such 

endeavours. For intense level of research, departments of biomedical studies and 

computer engineering could agglomerate their expertise to expand EIT for practical 
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usage. In a nutshell, EIT technology is emerging very fast with tremendous scope for 

new opportunity in an array of realms. 
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