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ABSTRACT 
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Asset management is a time consuming and error prone process.  Information 

Technology (IT) personnel typically perform this task manually by visually inspecting 

assets to identify misplaced assets.  If this process is automated and provided to IT 

personnel it would prove very useful in keeping track of assets in a server rack.  A mobile 

based solution is proposed to automate this process.  The asset management application 

on the tablet captures images of assets and searches an annotated database to identify the 

asset.  We evaluate the matching performance and speed of asset matching using three 

different image feature descriptors.  Methods to reduce feature extraction and matching 

complexity were developed.  Performance and accuracy tradeoffs were studied, domain 

specific problems were identified, and optimizations for mobile platforms were made.  

The results show that the proposed methods reduce complexity of asset matching by 67% 

when compared to the matching process using unmodified image feature descriptors.
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CHAPTER 1 

INTRODUCTION 

 

 A data center is a facility that hosts computer systems, servers, power supplies 

storage systems, and other related computing equipment, referred to as assets.  The size 

and number of these data centers are continuously increasing to accommodate the need 

and demand for data services. Assets are mounted in racks and a typical rack can 

accommodate up to 42 assets depending on the asset size. Large data centers have 

thousands of racks and keeping track of these large numbers of assets manually makes it 

very tedious and highly prone to errors.  Google alone accounts for close to a million 

servers in their data center and that is only 2 percent of the servers existing all over the 

world, as seen in figure 1.1.  The other big companies have not revealed their numbers 

but it is estimated that each of them have well over 100,000 servers. 

 Keeping track of such a large number of servers is difficult and gives room for a 

lot of manual errors.  Human errors continue to be the greatest cause of unplanned 

downtime in data centers these days. The probability of human error causing points of 

failure within the data center is much greater in such companies.
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Figure 1.1  An estimate of the number of servers in the world.  Numbers are taken 

from (“Google’s insane number of servers visualized”, n.d.). 

  

1.1 Motivation 

 With increasingly complex environments, mass virtualization to the cloud and 

disparate tools used by traditional facilities and IT managers; it is more costly and 

difficult than ever to manage data centers.  The result is expensive downtime, budget 

overruns, poorly planned changes and inability to meet business demands.  Since most of 

the operations done in data centers today are manual, it is expensive in terms of human 

labor and is highly error-prone.  Data center personnel can no longer haphazardly place a 

server in any open rack, without understanding how it will affect the overall data center 

from a holistic perspective.  
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 Overlooking this impact analysis can result in severe disruptions in service. Thus 

with mobile devices and tablets becoming common and inexpensive, image processing 

applications can be exploited to cater to the needs of asset tracking and management in 

the data centers.   

 This thesis aims at presenting an image processing application for identifying 

assets in a data center using mobile devices, which can be used to track various details 

about the servers easily.  An example where the user stands in front of a rack and uses the 

mobile device for asset identification is seen in Figure 1.2. Factors such as differences in 

size, color, background, scale, low light conditions, and camera resolution make the task 

of identification more complex.  

 

Figure 1.2 Asset tracking system 
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1.2 Main Contributions 

 The development of image matching algorithms by using a set of local interest 

points has been done over many years but applying this to the data center problem with 

constraints posed by the use of mobile devices makes this problem challenging.   

 The key contributions to this thesis include:  

1) Identifying the challenges in asset tracking using image search.  

2) Performance evaluation of image descriptors in the problem domain.  

3) Complexity reduction and optimization for use on mobile devices.  

  

1.3 Life cycle of an Asset: 

 

Figure 1.3 Life cycle of an asset 

 

As seen from figure 1.3, the first phase in the asset lifecycle is its procurement.  

When an asset is bought its details are entered into an asset management system and it 

begins to be managed.   
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The second phase of the asset lifecycle is deployment.  When an asset is 

deployed, the system is updated with relevant data such as location, responsible person 

for the asset, configuration details, vendor, warranty information, and any other data that 

will be useful in managing the asset.   

The third phase of the asset management cycle is usage.  During this phase 

measures about asset usage is tracked and it can be tracked to see which assets have been 

misplaced, which assets are not being used or which assets have been replaced.   The 

majority of our application of asset identification happens during the Usage and the 

Upgradation phases. 

As time progresses, the asset might be upgraded.  For example, the software 

version may be changed, or a new hard drive may be added.  When this occurs the 

configuration information for the asset requires an updation.    

When an asset is no longer being used, it is decommissioned.  Decommissioned 

assets may be useful to an organization, in which case they can be redeployed.  Else, they 

most probably have some salvage value for which the asset management system should 

be capable of tracking it. 

1.4 Overview Of Thesis 

 This thesis is structured as follows: Chapter 2 presents a background and related 

work in computer vision and image processing problems.  Chapter 3 describes the 

problem pertaining to asset tracking and identification.  Chapter 4 shows results of 

experiments carried out to address the thesis's goal, and their interpretation. Finally, 

Chapter 5 contains conclusions and suggestions for future work. 
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1.5 Glossary Of Terms 

Object recognition: In computer vision, it deals with the task of detecting and 

classifying a given object in an image or a video sequence. 

Asset: It refers to computer systems with its associated components, including 

telecommunications, storage systems, backup power supplies, security devices etc. 

Feature:  Any “interesting” part of an image like edges, corners etc. 

Feature Detection: It deals with finding interesting points (i.e. features) in an image 

Feature Extraction: It is the process of identifying the relevant and representative 

features (feature vectors) from an image to reduce the amount of data to process.  

Keypoint:  Every pixel of the image is searched to try and locate a feature in the feature 

detection phase.  The keypoint is characteristic of such a feature and is described with 

(x,y) coordinates and has a response and size. 

Response: Every keypoint in OpenCV is given a value that is representative of how 

strong the feature is.  For a SURF detector this variable is populated by the HAAR 

Wavelets response value. 

Descriptor:  N-dimensional vectors that describe a feature point obtained during the 

feature description stage of image processing.  A descriptor has to be distinctive, robust 

to noise, and geometric and photometric deformations. 

SIFT: Scale Invariant Feature Transform (SIFT) transforms image data into scale-

invariant coordinates.  

SURF: Speeded Up Robust Feature (SURF) is a feature detector and descriptor.  It is 

used in applications like object recognition. It is partly inspired by the SIFT descriptor.  
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FAST: Features from Accelerated Segment Test (FAST) is another feature detector 

which is based on identifying corners.   

Query images:  Images used to initiate search  

 

Reference images:  Images containing views of objects intended to be retrieved 

 

Dataset:  Collection of images, including reference and query images  

 

Database:  Collection of image descriptors and associated information.  
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CHAPTER 2 

BACKGROUND AND RELATED WORK 

 

 Asset tracking and management is essential for the smooth and continuous 

operations for big companies.  It also helps big retailers like Wal-Mart to identify and 

deal with problems in their supply chain, reduce overstocking and also locate goods.  

Several of these big companies, including government and military organizations are 

always looking out for low cost and efficient ways to track their assets and equipment. 

 

2.1 Traditional Methods  

 In earlier times most of the asset management and tracking was done manually by 

people (maintaining a manual paper inventory).  This was later replaced by the barcode 

systems and RFIDs.  Gathering information manually was time consuming as the 

information had to be recorded first, then transcribed and later fed into a computer 

system.  Every stage increased the already high chance of errors. 

 

Figure 2.1 Sample Barcode
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 Barcode systems need a person to affix a barcode, (example shown in Figure 2.1), 

to each asset and then use a barcode reader to retrieve information. The barcode and its 

reader require no prior knowledge to use it and are fairly accurate under controlled 

settings.   Although it is much faster and less error prone than a manual process, it is still 

a human intensive task which consumes time as each asset has to be  manually labeled 

with a barcode, thereby increasing deployment cost.   

 Additionally, (McCathie & Michael, 2005), speak of barcodes requiring a line of 

sight technology which makes it necessary to place labels so that they are clearly visible. 

Barcodes are also susceptible to damage, and hence they have to be kept clean, handled 

gently in abrasion free environments, and cannot be exposed to extreme temperatures and 

harsh surroundings.  Assets with non-flat surfaces and small edges additionally hinder 

barcodes to be placed correctly.  All this makes it unfavorable to use barcodes for asset 

tracking and identification.   

 Radio Frequency IDentification (RFIDs), on the other hand, aims to address the 

above concerns, and in time replaces barcodes altogether. (Ouertani et al., 2008), describe 

an RFID system to consist of a “tag” which has a small integrated circuit (Silicon chip), 

memory and an antenna onboard, and a reader which can interrogate the tag through the 

antenna to retrieve information contained in the tag memory (seen in Figure 2.2).  

 RFID’s allow non-line-of-sight scanning, but they have a limited scanning range 

which is based on the necessary frequencies required for the application.  To deal with 

the range limitations, (Patil et al., 2008) proposed to use a robot with an attached RFID 

reader which periodically sweeps along some programmed routes within a warehouse.   
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 Due to their need to conserve power, RFID’s have limited processing power and 

memory. (Ibach et al. 2005) proposed a system to attach a more powerful and a more 

expensive embedded system to each asset for accurate asset tracking. These embedded 

systems continuously measure the signal strength of multiple nearby Wi-Fi access points, 

and exchange the measurement results among themselves in order to derive their own 

locations.  All these systems still require the use of specialized hardware and the 

additional cost of manually attaching external tags to all the assets.  This leads to high 

cost of deployment, thereby discouraging many small and medium-sized institutions or 

companies from using them.   

 

Figure 2.2 An RFID chip 

 

 An RFID tag can store a lot more information when compared to a barcode, such 

as delivery date, or even the last maintenance action and date.   Although passive RFID 

tags can be used as an information carrier, their use to determine precise location is 

limited, as stated by (Ouertani et al., 2008).   
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2.2 Image Based Methods  

 Due to the limitations of barcodes and RFIDs, discussed in Section 2.1, there is a 

demand for cheaper and more feasible solutions.  This leads to the solutions based on 

image processing.  Modern mobile phones and tablets are well equipped with cameras, 

displays and have good graphics capabilities that it makes it possible to exploit image and 

video processing applications on them.  This gives rise to different kinds of mobile visual 

search applications like identifying assets, paintings, landmarks, books, CDs, DVDs, 

printed documents etc.  ("Google goggles," 2011), (“Nokia Point and Find”, 2012), 

("Kooaba," 2011) and (“SnapTell,” 2007-2009) were the initial systems to deploy such 

mobile visual search systems.  All these are commercialized image recognition 

applications which make use of the basic image processing methods and are used for 

searches based on pictures taken by handheld mobile devices.   

 

2.3 Asset Identification 

 The asset tracking system developed as part of this thesis has the following 

features which make it desirable for use. 

 Firstly, it uses readily available smartphones and tablets which users own. 

 Secondly, the system does not require any tags or markers, thus eliminating the 

time and effort needed to physically attach them to individual assets.  RFIDs and 

barcodes cannot be used here since a data center could have a large number of 

servers which increases cost, and if an RFID tag were to be attached to each of 

the servers there would be a frequency issue that would arise in reading 

information from them.  
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 Thirdly, since mobile phones are being used, we can easily display detailed 

information about the assets on the mobile phone’s display. 

2.4 Applications Using A Similar Approach 

 In the past many mobile visual search systems have been developed. Applications 

include landmark recognition where a mobile application serves as a virtual tour guide; 

product cover recognition where users take pictures of products to automatically retrieve 

a list of current prices from different vendors and additionally media samples for CD and 

DVD covers, a video snapshot recognition where visual search seamlessly links what 

people watch on their TV’s at home and on their mobile devices when away from home.   

 (Quoc and Choi, 2009) considered a system with three components which 

included book region extraction, book segmentation, and title extraction. OCR was used 

to identify the book title. OCR may not be robust, against photometric and geometric 

distortions often encountered in photos taken by smartphones. 

 The book recognition system developed by (Chen et al., 2010a) makes use of a 

system where they perform edge detection to identify the book splines and then identify 

longer edges to determine the book boundaries.  Such a model cannot be used by our 

system, as an asset could have a long line drawn in the center through the logo and assets 

stacked over each other could have labels over them which make it difficult to identify 

one long and horizontal edge. 

 In the mobile product recognition system, built by (Chen et al., 2010b), which is 

based on a low bit-rate image retrieval system with a client-server architecture.   
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In our asset recognition system this cannot be used as most data centers are not well 

equipped with Wi-Fi access which forces the images to be stored and dealt with locally 

on the mobile device or the tablet device. 

 Additionally work has been done by (Burkhard et al., 2011), to identify logos on 

vehicles, where the SIFT descriptor was ruled out, since variations in brightness, size, 

and color of the logos significantly reduce the robustness of feature detection.  Vehicle 

features in the foreground, and specular reflections hindered the process of identification.  

They use the Fourier shape descriptors, which naturally utilizes the varying shapes of the 

logos in determining the most likely manufacturers.  Two assumptions: the logo is seen 

head-on (no perspective change or rotation), and that the logo is the largest object in the 

image.  In our system we cannot use such assumptions as the logo on the asset need not 

be the largest object in the image. 

 The CD, DVD and Book cover image retrieval system, developed by (Chen et al. 

2011), is another such application that has been developed which uses the client server 

architecture.  

 Technologies for image based search have matured sufficiently enough and the 

MPEG committee has begun standardization efforts as seen in (ISO/MPEG, 2011).  It is 

required that this standard for compact descriptors will simplify descriptor extraction and 

matching for visual search related applications, also provide hardware support for such 

applications on mobile devices, make sure that visual search applications and databases 

are inter operable, and thus enable high performance of applications conformant to the 

standard. 



14 
 

2.5 Image Processing In Asset Identification  

 The main aim of Computer Vision is to perceive the information within a picture.  

A computer vision system processes images captured with a camera, and extracts 

meaningful information from the acquired images.  

It tries to imitate human vision where the brain processes images captured by the eyes.  

Computer vision is a vast topic for study and research and its applications are rapidly 

growing over the years.  

 A computer vision system is a complex system involving various stages that 

include acquiring an image, pre-processing, feature extraction, segmentation, 

accomplishing visual tasks like object detection and recognition, and many others. In this 

thesis, the main focus is on object recognition, which consists of identifying an asset in 

data center server racks. 

 In this section, the image processing steps which help in identifying the asset is 

discussed.  These include the steps of feature detection, feature extraction and feature 

matching. 

 

2.5.1 Feature Detection (Extraction) 

 A feature is defined as an "interesting" part of an image.  Feature detection is one 

of the basic steps and is usually done at the beginning of any image processing 

application.  Every pixel of the image is searched to try and locate a feature.   Examples 

of such features include, edges, corners, region of points, and ridges.  A subset of the 

features for a given image is shown in Figure 2.3. 
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For robust image matching, we desire interest points to be repeatable under 

perspective transformations (or, at least, scale changes, rotation, and translation) and real-

world lighting variations.  Current generation smartphones have limited compute power, 

typically only a tenth of what a desktop personal computer provides.  

Thus the interest points are required to be fast to compute and highly repeatable, as 

referred to in the paper by (Girod et al., 2011). 

 

Figure 2.3 Subset of features detected in both the query image and the database image 

(R. Szeliski, 2010) 

 

2.5.2 Feature Description 

 Once the feature detection is complete, a local image region around the features is 

extracted.  Each region around detected keypoint locations is converted into a more 

compact and stable (invariant) descriptor that can be matched against other descriptors.  

This extraction takes up most of the computations in image processing applications.  This 

gives rise to a feature descriptor (or feature vector).    
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Feature descriptors are usually N-dimensional vectors that describe a feature point, 

ideally in a way that is invariant to change in lighting and to small perspective 

deformations.     

 Descriptors should be discriminative, i.e., characteristic of an image or a small set 

of images.  Descriptors that occur in almost every image (the equivalent of the word 

‘and’ in text documents) would not be useful for retrieval. 

 

2.5.3 Feature Matching 

 This stage deals with searching for the most likely matching points among the 

other images.  Features are extracted from a set of reference images and stored in a 

database in the form of feature descriptors. A new image is matched by individually 

comparing each feature from the query image to this database and finding candidate 

matching features based on matching methods like the Euclidean distance, nearest-

neighbors etc. 

 

Figure 2.4 Lines indicate common matches between the query image and the database 

image (R. Szeliski, 2010) 
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2.6 Descriptors 

 In this thesis, the Scale-invariant feature transform (SIFT), Speeded Up Robust 

Feature (SURF) and Features from Accelerated Segment Test (or FAST) descriptors were 

used and evaluated.  Below is a description of these detectors which are also descriptors.  

These descriptors were considered keeping in mind the domain and application of asset 

identification. 

 

2.6.1 Scale-Invariant Feature Transform (SIFT) 

 (Lowe, 1999), introduced the Scale Invariant Feature Transform (SIFT) which 

transforms image data into scale-invariant coordinates, relative to local features.  The 

SIFT algorithm is a robust method which extracts distinctive features from images 

invariant to rotation, scale and distortion. In order to identify such invariant keypoints 

that can be repeatedly found in multiple views of varying scale and rotation, local 

extreme are detected in Gauss-filtered difference images, (Ruf & Detyniecki, 2009).  

SIFT recognition might fail in cases with poor illumination conditions (excessive, non-

uniform, or poor lighting, shadows), weather, dirt, high occlusion from other objects, and 

camera wide (perspective) view angle (low contrast), which results in poorly detected 

features, as researched by Psyllos et al.(2010). The SIFT descriptor has a size of 128. 

 

2.6.2 Speeded Up Robust Feature (SURF) 

 Speeded Up Robust Features (SURF) uses integral images to compute an 

approximation of the Hessian matrix.  
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 When rotation invariance is not considered, which results in a scale-invariant 

version of the descriptor, leads to the descriptor ‘upright SURF’ (U-SURF). In 

applications, like mobile robot navigation or visual tourist guiding, the camera often only 

rotates about the vertical axis. The benefit of avoiding the overkill of rotation invariance 

in such cases is not only increased speed, but also increased discriminative power, as 

stated in the paper by (Bay et al., 2006).   

 (Bay et al., 2006), state that the SURF algorithm is a variation of the SIFT 

algorithm. Its major differences include a Hessian matrix-based measure as an interest 

point detector and approximated Gaussian second order derivatives using box type 

convolution filters. Here, the use of integral images enables rapid implementation.  The 

SURF descriptor has a size of 64. 

 

2.6.3 Features From Accelerated Segment Test (FAST) 

 Features from Accelerated Segment Test (FAST), introduced by Rosten and 

Drummond, evaluate a small number of individual pixel intensities using decision trees. 

It computes the fraction of pixels within a neighborhood which have similar intensity to 

the center pixel. FAST compares pixels only on a circle of fixed radius around the point, 

(Tuytelaars & Mikolajczyk, 2008).
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CHAPTER 3 

PROBLEM DESCRIPTION 

3.1 Asset Management Problem 

 Unnecessary data center costs include human errors in every aspect of asset 

management from keeping track of assets, maintaining inventory and identifying assets 

which have been moved.   Keeping in mind all this and also the large number of assets 

that a data center can have, a cost effective, error free and efficient method is required.   

 The problem addressed above is taken care of by creating a mobile phone or 

iPAD application which is used to visually identify an asset with the help of the camera 

on the device.  It identifies the asset in a rack and retrieves real-time relevant information 

about it.  This information is then overlaid and presented on the screen of the mobile 

device so that the IT personnel can then take the necessary actions. 

 

3.2 Data Center Layout  

A data center can occupy one room of a building, one or more floors, or an entire 

building.  Most of the equipment is often in the form of servers mounted in 19 inch 

rack cabinets, which are usually placed in single rows forming corridors (so-called aisles) 

between them.  
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A typical data center rack is 19 inches and has a standardized frame to mount 

multiple equipment modules.  The industry standard rack cabinet is 42U tall, as shown in 

Figure 3.1.

The height of the electronic modules is also standardized as multiples of 1.75 

inches (44.45 mm) or one rack unit (U).  The size of a piece of rack-mounted equipment 

is frequently described as a number in "U". For example, one rack unit is often referred to 

as "1U", 2 rack units as "2U" etc. 

 

Figure 3.1 A typical section of rack rail, showing rack unit distribution in comparison 

with a filled data center rack 
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3.3 Proposed Solution 

 Using an asset management application on the iPad, pictures of a complete asset 

are taken. Once the picture is taken, keypoints in the image are detected (which includes 

the step of feature extraction from chapter 2).  Once the keypoints are detected, feature 

vectors for each keypoint are extracted.  The set of descriptors extracted for the query 

image are then used to compare it against the feature descriptors of unique assets that are 

stored in the database.  

 A match is then performed on the basis of the kNN (k- Nearest Neighbors).  

Nearest neighbor matching identifies only the best match and rejects all the others below 

a given threshold value yielding fewer false matches and the overall precision is high.  

The distance between the descriptors is the main similarity criterion, (Mikolajczyk & 

Schmid, 2003).   

 We perform this kNN match in two directions, i.e. for each point in the query 

image we find the two best matches in the reference image (in the database), and then we 

do the same thing for the feature points in the other direction from the reference image to 

the query image.  Thus for each feature point, we have two possible matches.   We then 

use a ratio test to find their distances.  If this calculated distance is very low for the best 

match, and much larger for the second best match, we can safely accept the first match as 

a good one since it is unambiguously the best choice. If the two good matches are pretty 

close in distance, then there exists a possibility that the match is erroneous and hence, 

these matched get rejected.  This is done by making sure that the ratio of the distance of 

the best match over the distance of the second best match is not greater than a given 

threshold. 
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 Later, after all the matches have been eliminated in the query match set and the 

reference match set, we extract those matches that are symmetrically similar and agree 

with each other.  This is the symmetry test which imposes that, for a match pair to be 

accepted, both the matching points have to be the best matching feature of the other. 

 The matches that finally pass through the ratio test and symmetry test are then 

returned back to the user with details about the asset.  These details include model 

number, part number, slot in the server rack etc.   

This entire process of asset identification is illustrated in Figure 3.2

 

 

Figure 3.2 Asset Identification Procedure 
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3.4 System Considerations 

 Based on the application requirements and taking into consideration the data 

center conditions, the following goals were identified as essential: 

 In the asset identification problem, our primary goal was to identify the best 

possible match fast, implying that the time taken for the descriptor extraction was 

to be the least.  

 Search speed was a secondary goal.   

 The asset identification system has to work within stringent memory and the 

computational power constraints of the mobile device.  The processing on the 

mobile devices must be fast and economical in terms of power consumption as 

well.   

 The algorithms used for the asset identification should be capable of delivering 

accurate results in the lowest time possible. 

 The retrieval system should be robust to allow a reliable recognition of objects 

captured under various lighting conditions as data centers are not always well lit. 

 

 The main goal for building this application is to keep the total time at its 

minimum as this application is used on smartphones and tablets. The total time includes 

the time of extracting keypoints (Tk), computing the descriptors (Tx) and the time of 

matching the extracted descriptors with the descriptors stored in the database (Tm), and 

this is computed as shown in equation 3.1.  
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T = Tk + Tx + Tm    ………. Equation 3.1 

 The time Tk depends on the size of the image and the descriptor used. The number 

of keypoints extracted depends on the type of image and the time Tx is a function of the 

number of keypoints and the type of descriptor. The final component of time Tm is a 

function of the matching algorithm and number of keypoints in the query image and the 

keypoints in each of the images in the database.  These dependencies are discussed 

further in the next chapter.
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CHAPTER 4 

PERFORMANCE EVALUATION 

 The performance of the descriptors and complexity tradeoffs are evaluated using 

the assets database created from a data center at the Florida Atlantic University.  

4.1 Dataset 

 The data for this thesis was collected from the local server room at Florida 

Atlantic University. The server room was sufficiently lit up and had assets mounted on 

server racks with 15 distinct assets in all the racks.  The unique asset images were 

annotated and populated in the database with the feature vectors. The challenges include 

images captured by low resolution mobile phone cameras, server room lighting 

conditions and the speed of returning the matches.  Figures 4.1 and 4.2 show examples of 

asset images used in this study.  Typical asset sizes were 1U and 2U. 

 

Figure 4.1: Image taken at full resolution with a Nikon D80 camera. Example of 1U 

asset
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Figure 4.2: Image taken by an iPAD and used as a query image. Example of 1U asset 

 

4.2 Choice Of Descriptor 

 After evaluating several methods for object recognition, Scale-Invariant Feature 

Transform (SIFT), Speeded Up Robust Features (SURF), Upright SURF (USURF) and 

Features from Accelerated Segment Test (FAST), as discussed in Chapter 2, were 

chosen.  Since SURF descriptors are mostly based on intensity differences, they are faster 

to compute. However, SIFT descriptors are generally considered to be more accurate in 

finding the right matching feature.  SIFT detectors are slow to compute, because of the 

high dimensionality of their descriptors, but produces highly repeatable features. The 

SURF interest-point detector provides significant speed up over SIFT.  The FAST corner 

detector is an extremely fast interest-point detector that offers very low repeatability.   To 

study the effect of the various descriptors the below experiment was carried out. 

 A single asset image, taken with an iPAD with resolution of 1280x100, was used 

as the query and one image of 2821x1053 resolution was saved in the database.  The 

application was then made to run on these images taking one descriptor at a time.  

Keypoints were found for both the query image and the reference image.  Descriptors 

were extracted for the query image.  Descriptors for the reference image were extracted 

offline and stored in the database.   
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To evaluate a match, the query image descriptors are compared against the descriptors 

stored in the database.  Figure 4.3 shows the number of keypoints that were extracted by 

each descriptor for the query image.   

 

Figure 4.3 Number of keypoints detected for the asset 

 As seen from the figure 4.3, SIFT extracts the most number of keypoints and thus 

the features are highly repeatable.  SURF and USURF have approximately equal values 

and FAST extracts the least number of keypoints.   

 It is seen from the paper by (Schmid, 2000), that if all descriptors lie close to each 

other, they do not convey much information, implying that the information content is low 

in that region of the descriptors.  On the other hand if the descriptors are spread out, 

information content is high and matching is likely to succeed.  Using this, we focus on 

reducing the keypoints in a given region. 
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Table 4.1 Comparison of descriptors where time is reported in milliseconds 

 

 

 As seen from table 4.1, time complexity i.e. total time is high for all the four 

descriptors. SIFT taking the most time and FAST taking the least time.  We also note 

from Table 4.1 that the matching performance of SURF is good with much less time 

complexity. FAST on the other hand has a very good time complexity but the accuracy of 

finding the correct asset match is relatively poor. Thus we selected SURF which will be 

the descriptor discussed in the rest of the thesis. 

 From the above table, the following strategies were used to reduce time 

complexity: 

 Changing the resolution of the images in the database to yield fewer descriptors. 

 Keypoint Reduction based on the importance of the points. 

 Removing overlapping keypoints by further reducing them using a distance based 

approach. 



29 
 

These approaches are discussed in the sections below. 

4.3 Choice For Resolution Of Images In The Database 

 Time complexity is largely a function of the number of keypoints in the image 

which in turn depends on the resolution of the images. The bigger the image the more the 

number of keypoints is extracted.   

 On plotting the number of keypoints versus the image resolution on a graph, we 

find that the number of keypoints increases linearly with the increase in the image 

resolution, as seen in figure 4.4. The dashed line indicates that this was the best resolution 

for which we were able to get a 100 percent accuracy of identifying the asset. 

 

Figure 4.4 Impact of the number of keypoints on the image resolutions 

  

 We also see that the keypoint extraction time (Tk) in equation 3.1 is a function of 

the number of keypoints, seen in Figure 4.5.  It increases linearly as the image size 

increases.   
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The dashed line in figure 4.5 indicates that this was the best resolution for which we were 

able to get a 100 percent accuracy of identifying the asset achieving a good time 

complexity. 

 

Figure 4.5 Impact of the keypoint extraction time on the image resolutions 

 

 Time complexity increases at each stage of the asset identification.  Since 

complexity is largely a function of keypoints and image size, complexity can be reduced 

by reducing the image resolution.  

 A lower resolution image will reduce the keypoint extraction time linearly and the 

number of keypoints detected will also be reduced as image features are lost because of 

sub-sampling. We have to tradeoff reduced complexity for reduced accuracy and this 

tradeoff has to be balanced.  Moreover, SURF is known to perform very poorly for the 

low resolutions, as pointed out from the paper by (Ruf, B., & Detyniecki, M., 2009). 

 To identify the correct resolution for the image in the database, the following 

experiment was carried out.  Images were taken using a high resolution Nikon D60 (10.2 

mega pixel) camera.   
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The images were cropped to include just the asset in consideration.  It was saved with 

four different resolutions i.e. full resolution, three quarter, half and quarter resolutions.    

 We then ran the program using one query image against all the four images in the 

database.  We found that it was able to find matches of the queried asset with the full 

resolution asset image (taking more time), the three quarter resolution asset image (in 

lesser time) and the half resolution asset image (with a still further decrease in time).  The 

quarter resolution image (which resembles the iPAD quality resolution) on the other hand 

took the least time in executing but there was no match identified.  At this step we 

identified that it is best to save the image at half resolution because there is a gain in time 

and the accuracy of identifying the asset is maintained.  

Table 4.2 Comparison of the query image against different resolutions of the same 

asset in the database 

 

 
 

 Table 4.2 shows the matching performance and total time at different resolutions 

for reference images in the database. As shown in Table 4.2, computational complexity 

can be reduced by approximately 50% without affecting the matching performance.  
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4.4 Keypoint Reduction  

 The next consideration was to minimize the total time of retrieval by reducing the 

number of keypoints used to identify a match. Reducing the keypoints also reduces the 

descriptor extraction time and the matching time.  

Table 4.3 shows the matching performance when the number of descriptors in the query 

image are reduced by selecting only a portion of the keypoints. As shown in Table 4.3, as 

the number of keypoints is reduced, total time reduces but the matching performance also 

drops.  

Table 4.3 Impact of using reduced keypoints 

 

4.4.1 Assessing the keypoints based on feature strength 

 Not all keypoints in an image are equally good in identifying matches. We 

prioritize the keypoints based on the feature response of the keypoints computed during 

keypoint extraction in OpenCV.   

 Feature response or feature strength is a characteristic of the OpenCV keypoint.  

This value gets populated during the feature extraction phase which means it is dependent 

on the type of feature detector used.  SURF populates the feature responses from two 

first-order HAAR wavelet filters (1, -1), and are collected on each feature point. 
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 From table 4.3 it is seen that random elimination of keypoints reduces the 

possibility of finding accurate matches of an asset.  For this we came up with the 

following method: 

1) Sort the keypoints based on the feature response.   

2) Keypoints with smaller feature strengths are removed keeping only the more 

significant set of keypoints.  

 The results are summarized in Table 4.4. Prioritizing keypoints reduces total time 

without affecting matching performance. Only 50% of the most significant keypoints can 

be used in descriptor extraction without affecting matching performance while reducing 

total time by almost 50%.  

Table 4.4 Impact of using reduced keypoints 

 

 As we see in table 4.4, if we use only 50% of most significant keypoints, the 

complexity reduces by almost 50% without affecting the matching performance.  
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4.4.2 Removing Overlaps Among Keypoints 

 Once the keypoints are reduced using the technique in section 4.3.1, we still try to 

identify a possibility for further reduction in time complexity.  For this, we make use of 

the size of the keypoint i.e. its diameter.   

Steps done for this reduction: 

1) Keypoints are sorted in decreasing order of their feature response values and 50% 

of those strong keypoints are stored in a vector K (from section 4.3.1) 

2)  keypoints in K, compare the keypoints such that: 

distance (Ki, Kj) < Threshold value and i ≠ j. 

3) If the distance is lesser than the threshold, eliminate those keypoints.  This means 

that the closely placed keypoints are eliminated.  This elimination falls from the 

conclusion derived from (Schmid, 2000), that the closer the keypoints the less 

information is retrieved from them. 

An example of such an elimination can be seen in the below image, figure 4.6 

 (a)    

 (b) 

 (c) 

Figure 4.6 Images to show the elimination of the keypoints 
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Figure 4.6, shows:  

(a) Keypoints before overlapped circle elimination  

(b) Keypoints with the overlapped circle removed at a distance of 0.15*size 

(c) Keypoints with the overlapped circle removed at a distance of 1*size 

 

 From figure 4.6, it is seen that when the threshold is the size of the keypoint (1* 

size), a lot of keypoints get eliminated.  This is not desirable since a lot of information 

content is lost.  Assets which differ in a single digit of the model number will suffer with 

such a threshold value. Example, Poweredge 1750 and Poweredge 1950. 

 To identify a good steady threshold value, a series of experiments were carried 

out with the given domain of assets.  Threshold values which were 1 times the size, 0.5 

times the size of the keypoint, etc. were selected.  The results of these experiments are as 

seen in the table 4.5 below. 

Table 4.5 Results of different threshold values chosen 

 

 From table 4.5 it can be seen that, as the matching time decreases the accuracy of 

finding a perfect match also decreases.  Using the value of 0.15 as the threshold, we can 

achieve 100 percent accuracy in identifying all the images. 
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4.5 Evaluation Of The Proposed Methods  

 Using resolution reduction and keypoint reduction approaches, we were able to 

reduce the time complexity significantly and have made it possible to have a responsive 

iPad asset detection application.   

 

 

Figure 4.7 Different stages of the keypoint reduction steps 

 

Figure 4.7 above shows: 

(a) Entire query image with all its keypoints  

(b) Query image with 50% of its reduced keypoints  

(c) Query image with the reduced overlapping keypoints  

(d) Matched output with lines indicating the matches from the query image to the 

image in the database 

(a) 

(b) 

(c) 

(d) 
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 The final evaluation which compares the original method to the methods 

described in the thesis is shown in table 4.6.  The same application was run, with 1 query 

image tested against the 15 images in the database.  Total time (T) was noted on both the 

PC and the iPAD.  We see from the results obtained that we were able to achieve 

approximately a 40% reduction in time without any effect on the accuracy of identifying 

the correct asset. 

Table 4.6 Comparison of implemented methods (all time in milliseconds) 

 

4.6 Limitations Of The Proposed Solution 

Matching performance is sensitive to the quality of the camera.  If the resolution 

is very poor, the camera has to be moved to as close as possible to the asset to capture the 

image.  The iPAD2 resolution is very poor (1280x720 pixel) which gives rise to 

extremely poor images that these images cannot be used as reference images in the 

database. 

 The performance also drops when the lighting conditions of the data center are 

rather poor.  This problem can be overcome using a camera with a good flash. 

 Assets whose logos are obscured with wires and cannot be noticed even normally 

by the human eye would be difficult to identify by the image processing application.  
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 Figure 4.7 is an example of such a situation where the asset is almost completely 

obscured with wires handing down in front of the asset. 

 

Figure 4.7 Example of an asset obscured by wires 

4.6 Evaluation Of Our Method Using The Stanford Dataset 

 Using the methods described above, we tested the application on a publicly 

available Stanford’s Mobile Visual Search dataset (SMVS) which includes 8 categories 

of objects like CDs, DVDs, book covers, printed matters, video clips, business cards, 

museum paintings.  The SMVS query data set has the following key characteristics that 

are lacking in other data sets: rigid objects, widely varying lighting conditions, 

perspective distortion, foreground and background clutter, realistic ground-truth reference 

data, and query images from heterogeneous low and high-end camera phones, (Chen et 

al., 2011).  Samples of these images are seen in Figure 4.8.  

 The query images were taken with query images with different camera phones, 

including some digital cameras, some of which include Apple (iPhone4), Palm (Pre), 

Nokia (N95, N97, N900, E63, N5800, N86), Motorola (Droid), Canon (G11).   The 

resolution of the query images varies for each camera phone.   Product categories like 

CDs, DVDs, books were captured indoors under widely varying lighting conditions over 

several days. 
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 The references are clean versions of images obtained from the product websites.  

All reference images are high quality JPEG compressed color images.  

The resolution of reference images varies for each category.    

 

Figure 4.8 Sample images from the Stanford Mobile Visual Dataset 

 

 For our experiment we used three categories i.e. books, CD covers and DVD 

covers.  In all three categories there were approximately 300 query images which were 

compared against 200 reference images.   

 We ran the application as a batch process for the origianl SURF implementation 

and our implementation.  The results obtained were noted.  It is seen, from Table 4.7 that 

the average search time for each image shows a significant decrease of approximately 

50%  for the identification of the books, CD and DVD covers. 
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Table 4.7 Comparison of time taken for the SMVS dataset 
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CHAPTER 5 

CONCLUSION AND FUTURE WORK 

5.1 Conclusion 

 In this thesis we were able to provide a computer vision based approach for asset 

management in data centers, wherein a user can take a photo of an asset with a camera 

phone and the assets in the image are identified.  Leveraging camera phones which are 

affordable and ubiquitous enables us to build a cost-effective asset identification system. 

Most of the challenges arise out of the poor resolution of the iPAD camera, the low 

lighting conditions in server rooms, speed and accuracy of providing a good user 

experience. Common descriptors were evaluated and found that for this particular 

application SURF performs well both in terms of execution time as well as finding 

accurate matches. Since most of the mobile devices require a fast execution time, 

complexity reductions and optimizations in the form of reduced resolution and keypoint 

reduction is used.  

 As long as there is a small database, the images can be stored on the mobile 

device, and the image-retrieval algorithms can run locally. Increasing the size of the 

database would need to have a server and the retrieval algorithms would have to be done 

remotely. Database optimizations including better ways of storing the descriptors have to 

be considered.   
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Matching performance is limited by the quality of the camera on the iPAD (1280x720 

pixels) and better performance can be expected on mobile devices with a better camera.  

5.2 Other Applications 

 This asset identification procedure can be extended to suit applications like 

identification of buildings.  We were able to test this same application with a database of 

the FAU campus buildings.  Images were captured with different mobile devices like the 

iPhone, Canon PowerShot A2200 and NIKON D80 cameras.  The database was 

populated with the feature descriptors.  On testing this application, it was able to 

successfully identify most of the campus buildings.  This application of using the campus 

buildings would prove very useful for visitors and students who are new on campus. 

 Other domains where this application could be used are Healthcare organizations, 

manufacturing and retail industries.  All these help personnel to quickly find equipment 

that is often moved around.  Using this application we can track misplaced tools which 

often result in excess inventory and low productivity of specialized labor. 

5.3 Future Work 

 Currently the user of the iPAD application has to position the iPAD in such a way 

so as to be able to capture each individual asset within a specified guideline on the iPAD.  

A real time system with the iPAD able to scan through an entire rack with the least 

interaction and identify an asset and overlay details of the assets on the displays is a good 

add on to this application and would be highly desirable.  Further on we would extend it 

to support augmented reality and be able to run on any platform irrespective of the 

mobile device and tablet.
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