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 Linguistic research suggests that speakers represent syllable structure by a CV-frame. 

CVC syllables are more frequent than VCC ones. Further, the presence of VCC syllables in a 

language asymmetrically implies the presence of CVC syllables. These typological facts may 

reflect grammatical constraints. Alternatively, people’s preferences may be due solely to their 

sensitivity to the statistical properties of sound combinations in their language. I demonstrate 

that participants in an auditory lexical decision task reject VCC nonwords faster than CVC 

nonwords, suggesting that the marked VCC syllables are dispreferred relative to CVC 

syllables. In a second experiment, I show that people are also sensitive to the distribution of 

these frames in the experiment. Findings indicate that syllable structure is represented at the 

phonological level, that individuals have preferences for certain syllables, and that these 

preferences can not be accounted for by the statistical properties of the stimuli.
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INTRODUCTION 

 Research has demonstrated that speakers abstract a phonological representation 

from speech and print. However, little is known about the structure and nature of this 

representation. While there is substantial evidence that speakers rely on domain-general 

learning mechanisms (i.e., statistical learning) and linguistic experience (e.g., Dell, Reed, 

Adams, & Meyer, 2000; Saffran, Aslin, & Newport, 1996; Warker & Dell, 2006), it is 

unclear whether this information is sufficient to account for speakers’ linguistic 

knowledge. Alternatively, speakers may be universally equipped with knowledge of 

grammatical constraints that govern linguistic preferences and shape learning. I use the 

case of syllable structure to examine cross-linguistic restrictions that might reflect 

inherent core biases of the phonological system. I consider three main questions: What is 

the structure of the phonological representation of the syllable? Are there preferences for 

certain syllable structures? Are these preferences reducible to statistical learning, or are 

they derived from inherent core phonological knowledge?  

 I address these questions by evaluating the skeletal structure of the spoken 

syllable. In what follows, I will describe how the skeleton has been characterized in the 

literature. I will then discuss the typology of relevant syllable structures and how they 

appear to be shaped by grammatical constraints. Finally, I will present a set of 

experiments that explore whether speakers are sensitive to the skeletal constraints on 

spoken syllables. 
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The Skeletal Structure of Phonological Representation 

 Phonological encoding can be described in terms of the processes that 

compute an utterance’s phonological representation. In this section, I will discuss 

linguistic research (e.g., Clements & Keyser, 1983; McCarthy, 1981) that suggests that 

speakers encode the arrangement of consonants (C) and vowels (V) of spoken syllables 

using abstract placeholders (i.e., CV-frame1) (see Goldsmith, 1990; Kenstowicz, 1994, 

for reviews). Syllables are defined as an onset (initial sound) and rime (the vowel and all 

sounds comprising the syllable thereafter). The rime further broken down into the nucleus 

(vowel) and coda (everything after the vowel -- may be a single consonant or a cluster). 

Here is an example using the syllables past and pat:  

   P(onset)AST(rime)  P(onset)AT(rime) 

      Nucleus  Coda Cluster       Nucleus            Coda 

 There is controversy as to whether the skeleton is represented in terms of a CV-

frame model, or a neutral X-slot model that does not make the distinction between 

consonants and vowels.  In theories of autosegmental phonology, this arrangement is 

known as the phonological skeleton - an abstract set of timing slots representing the 

syllable structure. For example, the word pit includes three timing slots (represented as 

CVC), while the word spit consists of four (represented as CCVC). However, the 

mapping of phonemes onto their slot is not a one-to-one correspondence: two slots 

represent tense vowels to account for their length. For example, the lax vowel in hit 

(/hIt/) anchors to one slot (i.e., /I/ is only allotted one V-slot in the syllable’s CVC frame) 

while the tense vowel in heat (/hi:t/) anchors to two slots (i.e., /i:/ is allotted two V-slots 
                                            
1 The terms “structure” and “frame” are used interchangeably to describe the abstract 
phonological representation, or skeleton, of the syllable. 
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in the syllable’s CVVC frame, Geigerich, 1992). Alternatively, if representation is 

consistent with the X-slot model (Clements & Keyser, 1983), then syllables that contain 

the same number of slots can not be distinguished.  For example, the word cat and the 

word act would both be represented by the XXX frame because each contain three slots 

of phonemes. However, a CV-frame model does distinguish between syllables of the 

same length by specifying the consonant or vowel status of each phoneme. I will now 

review evidence supporting the CV-frame model of phonological representations.  

Linguistic Evidence for the CV-Skeleton 

 Linguistic research suggests that speakers represent the CV skeletal structure of 

speech. John McCarthy (1979, 1981) provided some of the most significant evidence for 

the phonological skeleton based on his work on Semitic morphology. Semitic languages 

present three problems for autosegmental theory. First, Semitic words typically contain a 

root consisting of three consonants. The root determines the core meaning of the word 

and forms various derivatives when inserted into a word pattern. For example, hml 

represents ‘carrying,’ in Arabic. Inserting this root into the CVCVC pattern forms the 

verb hamal ‘he carried.’ The same root inserted in a CVCC pattern subsequently forms 

the noun himl ‘cargo, load.’ Second, the vowel-stem in Semitic stipulates information 

such as tense. For instance, all Arabic past tense verbs have the structure CVCVC, as in 

hamal, where the first V is [a] and the second is [a] or [i]. Third, words belonging to the 

same morphological category share the same CV pattern. Hence, CVCVC patterns 

represent singular masculine past tense in Arabic, while nominals are represented by a  

CVCC structure. Autosegmental phonology captures these three morphemes of Semitic: 

the consonant root, the CV-pattern, and the vowel-stem. A CV-model accomplishes this 
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by distinguishing between consonants and vowels. For example, the CV-model represents 

the Arabic verb hamal and its derivative forms in a segmental tier as below (Kenstowicz, 

1994):  

Consonants Segmental Tier   h  m    l  h   m l           h     m   l  
(core meaning) 
 
Skeleton Tier                   CVCVC            CVCC         CVVCVC 
(morphological category) 
 
Vowel Segmental Tier       a     i              a     i  
 (tense) 

 Because the CV pattern is a morpheme in Semitic, the X-slot model is an 

insufficient account of phonological representation. Thus, a model of phonological 

representation must include the CV-skeleton in order to account for Semitic languages.  

Behavioral Evidence from Speech Errors 

 We know that speech errors are constrained by syllable structure. In slips of the 

tongue, we swap onsets and rimes while leaving each itself intact, respecting a syllable 

position constraint (Fromkin, 1973). For example, people catch themselves saying ‘bake 

the med’ instead of ‘make the bed ’(MacKay, 1972). These errors demonstrate that onsets 

and rimes are treated as psychologically distinct units in which consonant and vowel slots 

maintain their position, independent of content.  

 Moreover, Stemberger (1984) demonstrated that speech errors are not only 

constrained by the status of a segment as a consonant or vowel, but also by its length. For 

example, when a segment is realized too early (e.g. I’ll AGROO with you, AGREE) the 

misordered segment takes on the length of the segment that it replaced (example taken 

from Stemberger, 1984). These findings provide evidence that the skeleton represents 
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short vowels in terms of one slot and long vowels in terms of two slots, independent of 

content. 

 In addition, double dissociations have been observed in Italian-speaking aphasics’ 

speech errors (Caramazza, Chialant, Capasso, & Miceli, 2000). These patients exhibit 

impairments of either consonant or vowel phonemes, independent of phonetic features or 

word position. For example, when asked to repeat large numbers of words, patient AS, 

with lesions in the left parietal, temporal, and right parietal lobes produced nearly three 

times more substitution errors on vowels as on consonants. In contrast, patient IFA who 

suffered from damage to the left suprasegmental, angular, and superior temporal gyri, 

produced nearly five times more errors on consonants, relative to vowels. The authors 

determined that errors did not consistently rely on those features that distinguish 

consonants and vowels (e.g., dorsal features high, low, front, back). Thus, such findings 

suggest that phonological encoding utilizes abstract consonant and vowel representations 

of segments, rather than featural representations (see Roelofs, 1999, for converging 

evidence). Also, similar dissociations are demonstrated by patients with spelling 

disorders (Caramazza & Miceli, 1990; Miceli, Capasso, Benvegnu, & Caramazza, 2004), 

and by patients with dysgraphia (Cubelli, 1991). 

Evidence from Speech Production and Perception 

  Sevald, Dell, and Cole (1995) presented evidence that skeletal representations are 

abstracted from speech. Using a repetition task, they examined whether syllables are  

represented in a frame-like manner, separate from their segmental content. In this task, 

participants were asked to repeat sequences of three monosyllabic nonwords as many 

times as possible in four seconds. In each sequence, the first syllables were either 
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matched on structure and segmental content (til til-fer), matched only on segmental 

content (tilf til-fner), or only on structure (kem til-fer). They found that matched structure 

facilitated speaking rate, regardless of segmental overlap, compared to non-shared 

structure.  In other words, participants were just as fast to repeat sequences like kem til-

fer that shared structure alone (CVC CVC-CVC) as they were to repeat sequences like til 

til -fer that shared structure and segments. Moreover,  repetitions of sequences matched 

only on segmental content (e.g., tilf til -fner) were the slowest of all. The structural 

priming effect observed suggests that speakers abstract a phonological representation 

from speech. Furthermore, the failure of matched segmental content to facilitate 

repetition supports the argument that phonological representations are structured in a 

manner that is independent of segmental content. 

 Converging evidence of auditory structural priming has been demonstrated in 

translation tasks. Meijer (1996) demonstrated that English-Dutch bilinguals are faster to 

translate an English word (e.g., necktie) into its Dutch target counterpart (e.g., das, a 

CVC structure) when the English word was followed by a Dutch auditory prime that 

matched the target’s structure (e.g., nok, a CVC structure), compared to when the prime 

did not match the target’s structure (e.g., norf,  a CVCC structure). Similar structural 

priming effects have also been demonstrated in auditory primed picture naming tasks in 

Spanish (Costa & Sebastian-Galles, 1998, Experiments 1-2).  

  

Findings that demonstrate auditory structural priming effects suggest that the skeleton is 

abstracted rapidly and automatically from speech. Furthermore, a substantial amount of 

research in reading has demonstrated automatic assembly of the CV-skeleton 
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from print (e.g., structural priming: Berent, Bouissa, & Tuller, 2001; Stroop task: Marom, 

2006; picture naming in Spanish: Costa & Sebastian-Galles, 1998, Experiments 3-4; and 

in French: Ferrand & Segui, 1998). Taken together, findings that demonstrate structural 

priming indicate that speakers exploit abstract skeletal representations, independent of 

segmental content.  

 While the behavioral evidence from speech production (e.g., Sevald, Dell, & 

Cole, 1995), picture naming (e.g., Costa & Sebastian-Galles, 1998), speech errors (e.g., 

Stemberger, 1984), as well as spelling disorders (e.g., Caramazza & Micelli, 1993) and 

reading research (e.g., Marom, 2006) is consistent with the existence of a skeletal frame, 

relatively little is known about the constraints on its structure. Are there preferences for 

certain skeletal structures? If so, are these preferences a reflection of inherent 

phonological knowledge, or are they a result of statistical learning mechanisms? 

Empirical evidence for the argument that structural preferences are constrained by the 

phonological grammar is summarized below. 

Markedness Constraints on Skeletal Structure 

 Thus far, I have reviewed evidence suggesting the important role of the 

skeleton in linguistic representation. However, not all skeletons are treated equally. For 

example, the typology of syllable structure indicates that languages that allow VCC 

syllable structures tend to allow CVC syllable structures. However, the reverse is not  

true: the presence of CVC syllables in a language does not necessarily imply the presence 

of VCC syllables (Jakobson, 1962). Because such regularities are found cross-

linguistically, they might reflect an inherent core bias of the grammatical system.  
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 As a starting point, consider that the CV syllable is present in all languages, and 

that some languages only allow this syllable structure. This suggests that the CV structure 

is universally preferred, or optimal.  Linguistic theory attributes such preferences to 

speakers’ knowledge of grammatical markedness constraints on syllable structure. 

Markedness constraints are structural well-formedness conditions on linguistic output. 

These constraints are often contrasted with Faithfulness constraints – those requiring that 

the underlying lexical form (the input) be faithfully represented, or matched, in the 

surface form (the output). Optimality theory (Prince & Smolensky, 1993) suggests that 

grammatical constraints are universal: that is, they are present in all languages. The 

identification of constraints in optimality theory is informed by the typology. For 

example, the constraints on syllable structure favor the universally accepted CV syllable 

over the less preferred VCC structure.  Some of the constraints on syllable structure are 

defined in Table 1. Recall that syllables are broken down into the onset, nucleus,  

and coda. The onset is the initial consonant, the nucleus is the vowel, and the rime is all 

sounds after the vowel. 

  One can see how the constraint set above renders the CV syllable optimal. ONS 

demands that every syllable begin with a consonant, while NUC requires a vowel. By 

forbidding any consonants after the vowel (the node defined as the “coda”), --COD 

restricts the syllable to a CV structure. *COMPLEX forbids any consonant or vowel  

 

clusters. CV syllables are optimal because they violate none of these constraints.  

Accordingly, CV syllables are considered unmarked (i.e., preferred) relative to marked 

(i.e., dispreferred) syllables such as CVC (violating NoCoda) and CCVC (violating  
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Complex and NoCoda, see Table 2). While these markedness constraints are believed to 

be present in every language, languages differ on the ranking of markedness constraints 

relative to the faithfulness constraint family that ensures the faithful encoding of inputs. 

Accordingly, some languages allow syllable structures other than CV. However, because  

CV syllables violate fewer constraints than CVC and CCVC syllables, any language 

allowing CVC or CCVC syllables will also allow CV syllables. In this way, optimality 

theory accounts for the asymmetrical implications in the typology. I will now review 

research that demonstrates speakers’ sensitivities to phonological markedness restrictions 

on syllable structure. 

Empirical evidence for markedness constraints on skeletal structure 

 Linguistic analyses suggest that certain syllables are less preferred due to their 

marked structure.  Behavioral observations are consistent with this suggestion, supporting 

the argument that speakers possess knowledge of markedness constraints on syllable 

structure.  

 Davidson, Jusczyk, and Smolensky (2004) demonstrated that 6-month-old infants 

attend to unmarked syllables, relative to more marked ones. In this task, infants listened 

to two matched lists that differed only on syllabification. In one list, a phoneme string 

was syllabified into simple CV forms (e.g. ba.di.to.ma….). In the other list, the same 

phoneme string was syllabified as CVC.V forms (bad.i.tom.a). The latter syllabification 

violates constraints ONSET / NOCODA, while the former does not. Davidson et al found  

that infants listen longer to the CV-structure syllabification relative to the CVC.V-

structure syllabification.  Previous research suggests that 9-month-olds are sensitive to 

the phonotactics of their language, but that 6-month-olds are not (e.g., Jusczyk, Luce, & 
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Charles-Luce, 1994; Mattys & Jusczyk, 2001). Thus, the preferences of 6-month-olds in 

Davidson et al.’s study cannot be attributed to linguistic experience.  Rather, these results 

indicate the existence of markedness constraints on syllable structure in the grammar of 

6-month-old infants.  

 In a series of experiments, Marom (2006, Experiment 1 & 2) directly tested 

whether less-marked frames are accepted as being more word-like by adult English 

speakers. Participants who were visually presented a pair of nonwords were more likely 

to choose the item with the relatively less-marked structure as being more word-like, 

even when the items were the same length (e.g., participants were more likely to choose a 

CVC-frame nonword over a VCC-frame nonword).  In addition, participants were slower 

to reject unmarked CVC frame foils compared to foils with a VCC frame in a  

phonological lexical decision task. This indicates that marked structures are perceived as 

less word-like in an on-line reading task (Experiment 3). 

 Marom (2006) also examined the effects of skeletal markedness using a modified 

Stroop  (1935) task. The Stroop effect (e.g., the interference of reading in color-naming) 

suggests that individuals have difficulty ignoring a printed stimulus, even when the task 

requires them to do so. In Marom’s study (2006),  participants were presented with lists 

of nonword letter strings displayed in color, and asked to name the color and ignore the 

content. The skeletal similarity of the nonword to the color name of its print was  

 

manipulated. For example, in the congruent condition of Experiment 6, the word dof (a 

CVC structure) was presented in the color red (a congruent CVC structure). Subjects’ 
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accuracy and reaction times were compared to an incongruent condition, in which the  

word olf ( a VCC structure) was presented in the color red (a CVC structure, incongruent 

with the VCC structure of olf). Filler trials with different color print were interspersed 

throughout the experiment. As mentioned earlier, Marom demonstrated speakers’ 

automatic sensitivities to skeletal congruency in Experiment 6: participants were faster to 

name the color red (a CVC structure) when presented in a congruent frame like DOF (a 

CVC structure) than when presented in an incongruent frame like OLF (a VCC structure).  

 In Experiment 7, Marom (2006) manipulated the markedness of the skeletal 

frames in the incongruent condition (2006, Experiment 7). For example, participants were 

presented the color black, a CCVC frame, in either a congruent CCVC frame (e.g., 

GROP), an incongruent unmarked CVC frame (e.g., GOF), or an incongruent marked 

VCC frame (e,g., ORP). Marom proposed that if participants are sensitive to the 

markedness of skeletal frames, then incongruent unmarked CVC frames should be 

preferred to incongruent marked VCC frames. Specifically, because incongruent VCC 

frames are ill-formed, they should be easier to ignore and, thus, interfere with color-

naming less than incongruent CVC frames. As predicted, Marom found that while the 

incongruent unmarked CVC frame increased naming latencies, incongruent marked VCC 

frames failed to interfere with color naming. Participants were just as fast to name the 

color black in the congruent CCVC condition as they were in the incongruent marked 

VCC condition, and slower to do so in the unmarked incongruent CVC condition. The 

lack of interference of the VCC frame is consistent with the claim that marked VCC  

 

structures are less preferred because they are ill-formed, and thus, less word-like.  
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However, the attribution of these preferences to grammatical constraints might be 

premature. While the unequal distribution of skeletal frames across languages, as well as 

individuals’ bias toward different frames within their language, is consistent with 

universal markedness constraints on phonological structure, a statistical learning account 

would argue that skeletal preferences are due to speakers’ sensitivities to the frequencies 

of sound combinations within their language. This alternative view requires further 

discussion and evaluation. 

Statistical Accounts of the Phonological Skeleton 

 A statistical learning view argues that individuals’ preferences for certain 

structures is due to their statistical knowledge of sound structures within their language. 

One version of this argument is a type-frequency account. According to this analysis, the 

frequency of a syllable frame within a language determines its acceptability by the 

speakers of that language.  In other words, while speakers still represent the phonological 

skeleton, there are no grammatical constraints on its structure.  Thus, the preference for 

CVC frames relative to VCC frames observed in Marom’s work (2006), for example, 

may be due to the fact that CVC frames are more frequent within the English language. It 

is difficult to dissociate the nature of preferences based on markedness from those 

resulting from type-frequency, as the two are confounded in English.  

 The token-frequency account offers a second version of the statistical learning 

explanation of skeletal preferences. Under this view, people do not represent skeletal  

 

frames at all--the greater acceptability of CVC over VCC words is not due to their 

abstract CV-structure, but rather to the frequency of the specific sound 
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combinations within an individual’s lexicon: Sounds that regularly combine in a language 

are preferred to sounds that do not.  For example, the preference of tan over ant  may be 

due to the fact  

that ta and an each co-occur in these word positions more frequently than an and nt co-

occur.2 Thus, the preference for less-marked structures may be entirely explicable by 

participants’ ability to track statistical properties, rather than a reflection of their 

knowledge of universal constraints.  

 While previous research has sought to examine the interaction between statistical 

knowledge and linguistic performance, the picture is still unclear. The structural priming 

effects observed in the literature (e.g., Marom, 2006) are not easily captured by a token-

frequency account. However, the observed markedness preferences are not inconsistent 

with a type-frequency account, and may be subject to a token-frequency explanation. 

Marom’s (2006) attempts to address these concerns produced mixed returns. As 

mentioned previously, type-frequency and markedness are confounded in English, and 

thus difficult to adjudicate. Therefore, in order to rule out a token-frequency account of 

the structural priming (congruency) and markedness effects, Marom conducted  

hierarchical linear regression analyses with forced entry of the predictors. The predictors 

are the statistical properties of the items: The number of neighbors an item has is 
                                            
2 The phonotactic probability of items can be estimated using two different measure: 1). 
The position specific phoneme probabilities for tan are: /t/ = 0.045; /ae/ = 0.079; /n/ = 
0.096. The position specific phoneme probabilities for ant are: /ae/ = 0.03; /n/ = 0.058; /t/ 
= 0.066. Thus, the probability of occurrence for both /ae/ and /n/ is greater in a CVC 
frame relative to a VCC frame. 2). The biphone probability of biphones in tan are: /tae/ = 
0.004; /aen/ = 0.014. The biphone probability of biphones in ant are: /aen/ = 0.005; /nt/ = 
0.011. Thus, the probability of /aen/ co-occuring as a nucleus and coda, as in tan, is 
greater than the probability if it occurring as an onset, as in ant (Vitevitch and Luce 
Phonotactic Probability Calculator, 2004). 
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determined by how many times any single letter can be substituted in the item so as to 

make an actual word (e.g., lid and pit are both neighbors of pid); The summed frequency 

of neighbors, calculated for each nonword by generating a list of its neighbors and adding 

their frequency; a bigram count of the number of wordforms that share the same 

positionally constrained bigram (a bigram is a group of two written letters); an averaged 

frequency of the positionally constrained bigram. Marom determined that the observed 

skeletal congruency effect in Experiment 6 could not be solely explained by a token-

frequency account (i.e., the statistical properties of the items). However, this was not 

replicated in Experiment 7: While performance suggested that the skeletal congruency 

effect was modulated by markedness, the regression analyses revealed that the distinction 

between marked and unmarked incongruent frames attributable to the statistical 

properties of the stimuli, and not to grammatical structure. Nevertheless, it is puzzling 

that VCC frames elicited interference in Experiment 6, but not in Experiment 7.  This 

reversed effect of VCC frames can not be explained by a statistical account. Thus, the 

contribution of grammatical knowledge and statistical properties to skeletal preferences is 

still unknown: Marom’s results indicate that speakers abstract a skeleton, and are 

sensitive to skeletal congruency, however, preferences for one type of frame over another 

can not be disentangled from the statistical properties of the stimuli.   

 While I have reviewed research examining preferences for unmarked skeletal 

structures in reading, little is known about the abstract representation of speech. Here, I  

 

investigated the phonological representation of syllable structure by asking the following 

questions: Do speakers encode the skeletal structure of the speech stream in 
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terms of a CV-frame? If so, are certain structures more acceptable than others? By means 

of an auditory lexical decision task, it is determined whether English speakers find 

unmarked (e.g., CVC) skeletal frames more acceptable than marked (e.g., VCC) skeletal 

frames. Accuracy and response time served as dependent measures of participants’ 

preferences.  

 The following experiments also sought to investigate the source of this 

preference: Is people’s behavior guided by grammatical knowledge or the statistical 

structure of the materials? Because the type-frequency of skeletal frames in English 

perfectly correlates with their markedness, it is difficult to distinguish grammatical 

preferences from type frequency. Accordingly, the current investigation only attempted to 

adjudicate between the grammatical explanation and a token frequency account. To this 

end, Experiments 1-2 manipulated the distribution of CVC and VCC frames. In 

Experiment 1, CVC and VCC stimuli are mixed, whereas in Experiment 2, skeletal frame 

is blocked: In one half of the experiment, participants were presented with CVC stimuli, 

whereas in the other half they were presented with VCC stimuli. Block order was 

counter-balanced across participants.  If participants represent only segment co-

occurrence, then their performance should not be sensitive to the distribution of skeletal 

frames in the experiment. In contrast, if speakers represent the CV-structure of speech, a 

structural priming effect will occur in the blocked design of Experiment 2, similar to that 

demonstrated by Berent, Bouissa, and Tuller (2001) and Berent and Marom (2005). To  

the extent that priming effects facilitate processing, then novel frames presented in a pure 

block (in Experiment 2) should be rejected faster than novel frames presented in a mixed 

block (in Experiment 1). Moreover, if structure is attended to, participants should find it 
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easier to reject marked VCC items presented in a pure block after unmarked CVC items 

relative to when VCC items are presented purely in the first block. 

 As another test of the statistical token-frequency explanation, I conducted 

post hoc hierarchical regression analyses to determine if participants were sensitive to 

skeletal structure after statistically controlling for the token-frequency of the stimuli.  

EXPERIMENT 1 

Methods 
Participants 

  Thirty native English-speakers, students at Florida Atlantic University, 

participated in partial fulfillment of a course requirement. Participants were required to 

have normal hearing. 

Materials 

 The experimental materials consisted of 30 pairs of real English monosyllabic 

words and 30 pairs of legal novel monosyllables for a total of 120 items.  Each pair 

included a CVC frame (e.g., for nonwords, teb, or for words, bet) and VCC frame (e.g., 

ept, for nonwords, or apt, for words) matched on an average of two phoneme segments 

(see Appendix A). Statistical information for each item was calculated (see Appendix B) 

using the Vitevitch and Luce Phonotactic Probability Calculator (2004), and the 

Washington University in St. Louis Speech and Hearing Lab Neighborhood Database 

(2007). A paired samples t-test revealed that the mean frequency of 30 CVC and 30 VCC 

words did not differ significantly (M=103.93 and 97.73, SD=245.88 and 184.95, 

respectively, t(29) = .113, ns).  

 To estimate the statistical properties of nonwords, mean frequency of neighbors 
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was determined for each item. Neighbors were determined based on a substitution 

criterion: a single letter substitution created a match between the target and neighbor 

(e.g., lid is a neighbor of the nonword pid because a word is formed when /l/ is 

substituted in the location of /p/). The mean frequency of neighbors was calculated for 

each nonword by generating a list of its neighbors and averaging their frequency. The 

number of neighbors and mean frequency of neighbors for each nonword item is 

displayed in Table 3, below. A paired samples t-test revealed that the mean frequency of 

neighbors did not differ between CVC and VCC nonwords (M=61.12 and 589.91, 

SD=70.49 and 502.22, respectively, t(28) = -1.05, ns). One of the nonword items (pair 2) 

was excluded from this and further analyses as it was discovered that it was a word. 

Accordingly, all analyses were conducted on 29 CVC and 29 VCC words and nonwords.  

 The 120 items were monophonically recorded in isolation by a female native 

English speaker at 16 bits, 22050 Hz. Prosodic cues and length were minimized by 

having the speaker read and record the randomized items with a metronome. Amplitudes 

were standardized (M= 40 Pa). To test the intelligibility of the recordings, the items were 

subsequently transcribed by five independent raters to assert intelligibility and clarity. 

Any discrepant items were recorded again, until all items were transcribed accurately by 

all five raters. Twelve practice trials consisted of six monosyllabic nonwords and six 

monosyllabic English words. Both the practice trials and 120 test trials were randomized  

by block so that an equal amount of words and nonwords, CVC and VCC items appeared 

in each half of the experiment. Items were presented binaurally through headphones 

while the trial number was presented on a computer screen.  

Procedure 
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 Participants were seated near a computer with headphones. The session consisted  

of twelve practice trials, followed by 120 test trials. In each trial, participants were 

presented with a fixation point followed by an auditory stimulus. Their task was to 

indicate, as quickly and accurately as possible, whether the item they heard was a real 

English word or not by pressing the appropriate key (1 = word, 2 = nonword; see 

Appendix C for instructions). After completing the practice phase, participants pressed 

the space bar to advance to the test phase and each trial thereafter. Accuracy and reaction 

times were recorded from stimulus onset, and participants were given feedback on the 

computer screen for incorrect responses, as well as responses that exceeded 2500 ms in 

both the practice and test phases.  

 Both experiments were conducted using the Micro Experimental Lab program 

(MEL; Schneider, 1988). Participants were tested in groups of no more than four at a 

time. 

Results  

 All results were analyzed using participants or items as random variables. 

Response times for accurate responses and accuracy served as depended variables. To 

eliminate the effect of outliers, correct responses slower or faster than 2.5 standard 

deviations were excluded from the grand mean of each condition (a total of 2.6% of 

items). Due to recording errors, data for word stimuli are only available for the first 20 

participants.  

 The effect of skeletal markedness was assessed using a 2 (lexicality: word,  

 

nonword) x 2 (markedness: CVC, VCC) x 2 (block: 1, 2) analysis of variance 
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(ANOVA) on response time and accuracy. These data were analyzed both by participants 

(F1) and items (F2). Statistical significance is assumed at p<0.05. Mean accuracy and 

response times for CVC and VCC words and nonwords are presented in table 4.  

 Response times for correct responses revealed a significant interaction between 

markedness and lexicality by participants, F1(1, 76)=10.6, MSe= 6529.3, and marginally 

by items, F2(1, 112)=2.68, p=.10. In addition, there was a main effect of markedness by 

participants, F1(1, 76)=4.99, MSe= 6529.3, but not items.  

 Accuracy data revealed no main effects, but significant interactions between 

lexicality and markedness, F1(1, 76)=36.623, MSe= 0.0147; F2(1, 112)= 20.475, 

MSe=0.04. There were no main effects or interactions of block in the accuracy or reaction 

time data and so future analyses collapsed across this variable.  

 Planned comparisons revealed that participants were faster to reject VCC 

nonwords, relative to CVC nonwords, by items, t(28) =4.91, p=0.00, and participants, 

t(29)=11.290, p=0.00 (see Figure 1 for means), and did so more accurately both by items, 

t(28)=-2.44, p=0.02, and participants t(29)=-4.74, p=0.00 (see Figure 2 for means). As 

expected the accuracy patterns were reversed for words: participants were more accurate 

to accept CVC items as words relative to VCC items, t=6.86 by subjects and 3.28 by 

items, both ps=0.00, and there were no significant differences in reaction time.   

Although the effects of markedness in nonwords is significant, preferences for 

CVC items may be due to participants’ experience with either their greater type-

frequency within the language or the token-frequency of the particular stimuli. 

Alternatively, these effects may be due to a knowledge of grammatical markedness. To 

partially adjudicate between a token-frequency and grammatical explanation, I conducted  
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hierarchical linear regression analyses with forced entry of the predictors using accuracy 

and response time to nonwords as the dependent variables, and markedness (CVC or 

VCC) and statistical properties of the stimuli as predictors. Statistical properties include 

measures such as the frequency of sound combinations in a language (biphone 

probability), the frequency with which a specific phoneme occurs in a specific place in 

the syllable (phonemic frequency), neighborhood size, as well as the mean neighborhood 

frequency and Log frequency (see Appendix B). If these properties uniquely account for 

the results, then it could be said that any differences observed are solely due to 

participants’ sensitivity to the frequency of sound combinations in their language. 

However, in the case that the structural markedness uniquely account for the data, this 

would be consistent evidence of a preference for structures that conform to the 

constraints of the phonological grammar. 

The results of the regression reported here are the values of the R squared change 

(ΔR2), the F value of the R squared change (FΔR
2), and the significant test of the 

regression model. To evaluate the unique contribution of the statistical properties, 

stimulus length was entered into the first step, and the markedness scale was entered in 

the first step of the regression analysis. After accounting for the skeletal markedness and 

stimulus length, statistical properties did not have a significant unique contribution to the 

pattern of response time, ΔR2=.04, FΔR
2=1, ns, or accuracy, ΔR2= .10, FΔR

2=1.3, ns. 

Conversely, when entered in the third (and last) step, the markedness scale uniquely 

accounted for a significant proportion of the accuracy data, ΔR2= .085, FΔR
2(1, 50)=5.58, 

p=0.02, but not response time, ΔR2= .000, FΔR
2<1, ns. The regression model was 
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significant for response time, F(7, 50)=10.526, p=.00, and approached significance for 

the accuracy data, F(7, 50)=2.091, p=.06. 

Correlational analyses revealed collinearities between the statistical variables and 

markedness (see table 5, below). Implications of these findings are discussed below.  

Discussion 

The findings from Experiment 1 suggest that, when asked to decide whether 

auditorily-presented monosyllables are words, people are more accurate and faster at 

rejecting marked VCC nonwords relative to CVC nonwords. In other words, when 

presented with an item such as “tub,” English speakers are more likely to err in deciding 

that it is a word and will take longer to decide that it is not a word when compared to an 

item like “ult.” In addition, the statistical properties of the individual items do not appear 

to account for this pattern. Moreover, when statistical properties are controlled for, 

grammatical markedness predicts a unique amount of the variance in accuracy 

performance.  

Unfortunately the regression model predicting accuracy was only marginally 

significant. More interesting, the model predicting reaction time did not reach  

significance. Examination of the correlations between statistical variables and 

markedness revealed a high degree of collinearity, even though a priori analyses revealed 

that CVC and VCC nonword items differed in their statistical properties. Apparently not 

only are type-frequency and markedness redundant in English (see discussion in 

Introduction), but so are token-frequency and markedness.  
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Skeletal structure is important in other languages (e.g., Semitic languages, see 

discussion above), yet response times in Experiment 1 fail to show that the markedness of 

the skeletal structure is attended to when making lexical decisions. Experiment 2 was 

designed to reconcile these findings. The data in Experiment 1 suggest that skeletal 

markedness serves a unique role in the accuracy of lexical decisions, but not in the speed 

of making these accurate decisions. It may be that the speed of a lexical decision task 

requires participants to adopt the faster, easier strategy of relying on statistics (Marom, 

2006), accounting for our failure to find a unique effect of markedness in response time 

when accurate decisions are made. However, the unique predictive value of markedness 

is relied on at some level. 

Experiment 2 attempts to reconcile these findings by examining the effects of 

blocking items by skeletal structure. If participants represent only segment co-occurrence 

(i.e., statistical token frequency), then their performance should not be sensitive to the 

distribution of skeletal frames in the experiment. In contrast, if speakers represent the 

CV-structure of speech, a structural priming effect will occur in the blocked design of 

Experiment 2. 

EXPERIMENT 2 

Methods 

Participants 

  Thirty native English-speakers, students at Florida Atlantic University, 

participated in partial fulfillment of a course requirement. Participants were required to 

have normal hearing. 
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Materials 

 The same materials used for Experiment 1 were used in Experiment 2, with the 

exception that items were presented in two blocks consisting of either all CVC or VCC 

items. The materials were arranged in two lists. One list included twelve CVC warm-up 

trials followed by 60 randomized CVC test trials in Block One, and then twelve VCC 

practice trials followed by 60 randomized VCC test trials in Block Two. A second list 

included twelve VCC practice trials followed by 60 randomized VCC test trials in Block 

1; twelve CVC practice trials, followed by 60 randomized CVC test trials in Block 2. The 

order of presentation of the two lists was counterbalanced across participants. 

Procedure  

 The procedure for Experiment 2 was the same as Experiment 1, with the 

exception that each block was preceded by a twelve-item practice block of the same 

structure (see Appendix C for instructions).  

 
Results 

 All results were analyzed using participants or items as random variables. 

Accuracy and response times for correct responses were the dependent measures.To 

eliminate the effect of outliers, correct responses slower or faster than 2.5 standard 

deviations were excluded from the grand mean of each condition (a total of 2.7% of 

items).  

The effects of list order, skeletal markedness, and lexicality were assessed using a 

2 (lexicality) x 2 (markedness) x 2 (list order) analysis of variance (ANOVA) on response 

time and accuracy. Participants who received CVC items in block 1 followed by VCC 
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items in block 2 were considered given List 1 while participants who received VCC items 

first, followed by CVC items were coded as being assigned List 2. These data were 

analyzed both by participants (F1) and items (F2). Mean accuracy and response times for 

CVC and VCC words and nonwords are presented in Table 6. 

  Accuracy scores revealed a significant effect of markedness by subject and items, 

F1(1, 36)=11.49, MSe= 0.005; F2(1, 112)=6.27, MSe=0.025, as well as an interaction 

between markedness and lexicality, F1(1, 36)=0.167, MSe= 0.005; F2(1, 112)=19.3, 

MSe=0.025. There were no other main effects of interactions for accuracy. 

  Reaction time scores revealed significant effects of markedness both by 

participants and by items, F1(1, 36)=7.75, MSe=8745; F2(1, 112)=13.48, MSe=11647, 

lexicality, F1(1, 36)=40.71, MSe=5604; F2(1, 112)=13.48, MSe=11647), and listorder, 

F1(1, 36)<1, ns; F2(1, 112)=4.02; MSe=11647. In addition, there were interactions 

between lexicality and markedness , F1(1, 36)=9.90, MSe=5604; F2(1, 112)=13.59; 

MSe=9580.43, and lexicality and list order, F1(1, 36)=5.63, MSe=5604; F2(1, 112)<1, ns, 

and markedness and listorder, F1(1, 36)=2.63, ns; F2(1, 112)=4.06, MSe=11647. 

 Planned comparisons revealed that participants were more accurate in rejecting 

VCC nonwords relative to CVC nonwords by participants, t(19)=-2.176, p=0.04, but not 

items, t(28)=-1.15, ns. As expected, the pattern reversed for words, and participants were 

more accurate at accepting CVC words relative to VCC words by items, t(28)=3.16, 

p=0.00, but not participants, t(19)=0.483, ns. As such, only accuracy data from nonword 

items will be analyzed further.  

 In the reaction time data, I first examined the interaction between markedness and 

listorder for words and nonwords separately. Planned comparisons revealed 
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no differences between CVC or VCC words within or across blocks, by participants or 

items. For nonwords, participants were significantly faster to reject VCC items in block 1 

(M=1096.04, SD=93.6) compared to when CVC items were presented in block 1 

(M=1159.81, SD=116), t(9)=5.85, p=0.00 by participant, t(28)=2.8, p=0.00 by item, and 

the same pattern persisted in block 2 (VCC mean=1016.45, SD=73.3; CVC 

mean=1151.48, SD=114.9), t(9)=2.2, p=0.06 by participants, t(28)=6.8, p=0.00 by items. 

Moreover, VCC nonwords were rejected significantly faster when presented in block 2 

after CVC items had been presented in block 1, relative to when VCC items were 

presented in the first block when analyzed by items, t(28)=4.3, p=0.00, but this did not 

reach significance when analyzed by participants, t(9)=4-1.7, ns. However, the 

differences between CVC nonwords presented in block 1 and block 2 were not significant 

(see figure 3).  

Regression analyses.  

 A hierarchical linear regression with forced entry of the predictors was performed 

to examine the predictability of the statistical properties and skeletal markedness on the 

response time and accuracy data. As in experiment 1, the results of the regression  

reported here are the values of the R squared change (ΔR2), the F value of the R squared 

change (FΔR
2), and the significant test of the regression model. To evaluate the unique 

contribution of the statistical properties (see descriptions above), the markedness scale 

was entered in the second step of the regression analysis, after controlling for stimulus 

length. Statistical properties failed to account for a unique proportion of the variance 

when entered in the third step in response time, ΔR2= .023, FΔR
2=1.024, ns, or accuracy,  



 

26 

ΔR2= .017, FΔR
2<1, ns. Conversely, when entered in the third (and last) step, the 

markedness scale had no significant unique contribution in the analysis to either response 

time, ΔR2= .000, FΔR
2<1, ns, or accuracy, ΔR2= .002, FΔR

2<1, ns. The model was 

significant for response time, F(7, 50)=16.865, p=0.00, but not accuracy,F(7, 50)<1, ns. 

 Because of the differences in VCC response times when presented in the second 

block relative to the first block, response time and accuracy scores were used from the 

second block only.  To evaluate the unique contribution of the statistical properties in 

block 2, the markedness scale was entered in the second step of the regression analysis, 

after controlling for length of the stimuli. Statistical properties failed to account for a 

unique proportion of the variance when entered in the third step in response time, ΔR2= 

.032, FΔR
2<1, ns, or accuracy, ΔR2= .027, FΔR

2<1, ns. Conversely, when entered in the 

third step, the markedness scale had no significant unique contribution in the analysis to 

either response time, ΔR2= .003, FΔR
2<1, ns, or accuracy ,ΔR2= .005, FΔR

2<1, ns. The 

model was significant for response time, F(7, 50)=11.467, p=0.00, but not accuracy, F(7, 

50)<1, ns. 

 To further explore these data, I calculated a difference score by subtracting the 

response time scores in the second block from response time scores in the first block. 

This score served as the dependent variable in hierarchical regression analyses. To 

evaluate the unique contribution of the statistical properties (see descriptions above), the  

 

markedness scale was entered in the first step of the regression analysis. Statistical 

properties failed to account for a unique proportion of the variance when entered in the 

second step, ΔR2= .014, FΔR
2<1, ns. Conversely, when entered in the second 
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(and last) step, the markedness scale had no significant unique contribution in the 

analysis, ΔR2= .021, FΔR
2<1, ns. This model failed to reach significance F(7, 50)=1.521, 

ns.  

Discussion 

 Because of the failure to find differences in response times to CVC and VCC 

words across block, as well as the lack of difference between CVC nonwords in block 1 

relative to block 2, we can conclude that the increased speed for VCC nonwords in block 

2 is not simply due to practice.  While the regression analyses failed to find a unique 

effect of markedness or statistical properties, this may be due to the collinearity of these 

variables in English (see Table 4, above). However, that participants’ decision to reject 

marked VCC nonwords is facilitated after viewing the less marked CVC nonwords in a 

previous block suggests attention to structure. In order to further investigate the effects of 

structural priming, I compared the responses of Experiment 1 with those of Experiment 2, 

below.  

COMPARISONS OF EXPERIMENT 1 (MIXED) AND EXPERIMENT 2 (BLOCKED) 

 To assess the effects of priming, I analyzed nonword items from Experiment 1 

(Mixed Design) and Experiment 2 (Blocked Design) using a Block (1st or 2nd) x 

Markedness (CVC or VCC) x Experiment (Mixed or Blocked) ANOVA with reaction  

time and accuracy as the dependent variables.  

 Accuracy data revealed a significant main effect of markedness, both by items 

and participants, F1(1, 86)=11.98, MSe=0.00; F2(1, 112)=0.21, MSe=0.04. VCC items 

were rejected more accurately than CVC items. The analysis by participants revealed a 

significant effect of Experiment indicating that participants performed more accurately in  
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the blocked design of Experiment 2 than in the mixed design of Experiment 1, but this 

was not significant by items, F1(1, 86)=4.97, MSe=0.00; F2(1, 112)=<1, ns. In addition, 

the effect of block approached significance when analyzed by items, but not participants, 

F1(1, 86)<1, ns.; F2(1, 112)=2.96, MSe=0.04. Responses were more accurate for items 

presented in block 2 relative to block 1. Accuracy means are displayed in Figure 4, 

below. No interactions were significant.  

 Reaction time data revealed main effects of block, F1(1, 86)=8.13, MSe=6870.42; 

F2(1,112)=20.698, MSe=4478.37, markedness, F1(1,86)=19.95, MSe=25180.46; 

F2(1,112)=34.02, MSe=18752, and experiment, F1(1,86)=6.37, MSe=25180.46; 

F2(1,112)=12.72, MSe=18752. The three-way interaction between block, experiment, and 

markedness was also found for the item analysis, and approached significance for the 

participant analysis (see Figure 5 for means), F1(1, 86)=3.18, p=0.078, n.s.; F2(1, 

112)=7.72; p=0.00. Planned comparisons are reviewed for each experiment above. The 

interaction here appears to be driven by the significant decrease in response time for VCC 

nonwords that appear in the second pure block of Experiment 2.  

GENERAL DISCUSSION 

 I begin the discussion by addressing the three questions posed in the Introduction, 

followed by a description of the limitations of the current studies and future directions.  

What is the structure of the phonological representation of the syllable?  

 Participants were faster and more accurate to respond to nonword items when  

 

they were blocked by structure (Experiment 2) relative to when structure was mixed 

(Experiment 1). These findings indicate that structural priming occurred during 
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Experiment 2, consistent with other literature (e.g., Berent, Bouissa, & Tuller, 2001) 

suggesting that people attend to the skeletal structure of spoken syllables. However, these 

findings alone do not dissociate between an X-slot or CV-frame model of the skeleton, as 

both could account for the effect of facilitation that took place overall from Experiment 1 

to Experiment 2.  

 Are there preferences for certain syllable structures?  

 Participants respond faster and more accurately in rejecting marked VCC 

nonwords in both Experiment 1 and Experiment 2, suggesting that novel CVC syllables 

are more easily mistaken as words because they violate less markedness constraints. 

While these findings indicate that people do have preferences for certain syllable 

structures, they do not make clear whether knowledge based on statistical learning or 

grammatical markedness is responsible.  

Are these preferences reducible to statistical learning, or are they derived from inherent 

core phonological knowledge?   

 Participants respond faster and more accurately in rejecting marked VCC 

nonwords that appear in a pure block after being presented with a block of unmarked  

CVC nonword items (Experiment 2) compared with VCC nonwords presented in a mixed 

block (Experiment 1) or VCC items presented in an initial pure block (Experiment 2). 

These findings provide a strong indication that, after making auditory lexical decisions  

about less marked CVC items, participants found it easier to reject VCC nonword items, 

due to their relative markedness. While token-frequency learning accounts can account 

for the preference for CVC items in both experiments, they can not account for the 

facilitation that occurs during the blocked design of Experiment 2. However, these  
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findings do not distinguish type-frequency learning from knowledge of grammatical 

markedness: participants may have performed better on VCC items in the second block 

of Experiment 2 because they relied on the lesser type-frequency of these items relative 

to CVC items. 

 Regression analyses in Experiment 1 indicated that grammatical markedness 

uniquely accounted for participants’ increased accuracy in response to VCC nonwords 

relative to CVC nonwords. While other regression analyses failed to replicate this for 

response time in Experiments 1 and 2 and accuracy in Experiment 2, unique effects of 

statistical properties also failed to reach significance (these limitations are further 

discussed below).  

 People demonstrate a preference for less marked CVC syllables, dissociate them 

from VCC syllables, and these preferences can not be accounted for by the statistical 

properties of the stimuli. The interaction between experiment, block, and markedness, as 

well as the unique predictive value of markedness on accuracy in Experiment 1, suggests 

that people attend to the CV-structure of spoken language and have preferences for 

certain syllables that may be based on inherent core phonological knowledge.  

Limitations and Future Directions 

 The failure of many of the regression models to reach significance illuminates a 

problem for studying markedness preferences for syllable structures in English: I  

previously recognized that type-frequency and markedness could not be distinguished in  

 

the English language, and these studies reveal that token-frequency and syllable structure 
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are also confounded making them difficult to adjudicate using the English language.  

 Future studies should seek to identify and examine syllable preferences in 

languages for which statistical properties and markedness of syllables are not redundant. 

In addition, methodologies should be designed that can investigate these preferences in 

English and experimentally, rather than statistically, control for the statistical properties 

of the stimuli.  
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Table 1 
Some constraints on the syllable (Prince & Smolensky, 2004) 
 
Constraint Linguistic Constraint 

A syllable must have an onset (i.e., begin with a consonant) ONS 

Syllables should have nuclei (i.e., must contain a vowel) NUC 

A syllable must not have a coda (i.e., must not end in a 

consonant).  

--COD 

No more than one C or V may associate to any syllable 
position node (i.e., a syllable should not end in a cluster of 
consonants, such a “past”)  

*COMPLEX 
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Table 2  
Constraint violations of English syllables: Nuc requires that every syllable have a vowel; 
ONSET  requires that a syllable does not end with a consonant; NOCODA  requires that 
syllables do not end with a consonant; *COMPLEX requires that syllables do not end 
with a consonant or vowel cluster. 
 
  

NUC  
 
ONSET 

 
NOCODA 

 
*COMPLEX 

CV     OK    OK     OK      OK 

CVC     OK    OK     X      OK 

VCC      OK   X     X       X 
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Table 4 
Mean accuracy (top) and response times (in milliseconds, bottom) for word and 
nonwords items in Experiment 1. Standard deviations are included in parentheses. 
 

 CVC VCC 
 

Words 
.87 (.09) 

 
1130.21 (123.38) 

.72 (.12) 
 

1243.80 (1033.06) 
 

Nonwords 
.76 (.15) 

 
1225.25 (125.00) 

.85 (.12) 
 

1114.89 (103.48) 
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Table 5 
Correlations between statistical properties of nonword items and markedness of items.  
* indicates p=.00. N=58. 

 

Statistical Properties Markedness  
(CVC or VCC) 

Number of neighbors r=  -.87** 

Neighborhood frequency r=  0.00 

Neighborhood Log frequency r=  -.84** 

Phoneme count r=  -.60** 

Biphone probability count r=  -.17 
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Table 6  
Mean accuracy (top) and response times (in milliseconds, bottom) for word and 
nonwords items in Experiment 2. Standard deviations are included in parentheses. 
 

 CVC VCC 

 
Words 

.94 (.04) 
 

1002.19 (111.23) 

.79 (.08) 
 

997.56 (97.94) 
 

Nonwords 
.83 (.08) 

 
1155. 65 (114.56) 

.87 (.07) 
 

1056.24 (92.5) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

38 

 
 
 
Figure 1. Experiment 1 mean reaction times for nonword items. Error bars represent 
2.5% of the mean.  
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Figure 2. Experiment 1 mean accuracy for nonwords. Error bars represent 2.5% of the 
mean. 
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Figure 3. Experiment 2 mean response time as a function of block. 
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Figure 4. Mean accuracy for experiment 1 and 2 by block and markedness. Error bars 
represent 2.5% error.  
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Figure 5. Mean response time for experiment 1 and 2 by block and markedness. Error 
bars represent 2.5%. 
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Appendix  A 

Nonwords  Words 
CVC VCC  CVC VCC 

     
TEB EPT  BAR ARCH 
WOF OFT  BELL ELM 
BEZ EST  DOT OLD 
LUB ULB  DIM IMP 
NUD UND  SELL ELSE 
DOP ULP  LED EDGE 

DOOT UNT  FIN INK 
FOS OST  FISH INCH 
REG ELD  FIR IRK 
FUD ULF  ROB ORB 
RUP USP  POT OPT 
TAS AST  TAR ART 
VOL OLF  RACK ARK 
SEG USK  LOT OWL 
PID ISP  TAN ANT 
PIM ILM  TAP APT 
POS OMP  RUN URN 
FUM IMF  CAT ACT 
LEB ELP  RAT AFT 
TIB ILT  SEAT EAST 
TEP UPT  CHORE OUCH 
LAT OLT  LET ELK 
TUD UST  COIN OINK 
TUP ULT  FELL ELF 
DAL ILD  SACK ASK 
RUK UNK  LAP ALP 
NUK ANK  RAM ARM 
KET UCT  RUG URGE 
FET EFT  NEAR EARTH 
JIP ILJ  NOW OWN 
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Appendix B 
 

Item Pair Type Number  
Mean 

Frequency  
Mean Log 
Frequency  Phoneme  Biphone  

       of Neighbors of Neighbors of Neighbors Count 
Probabil

ity 
TEB 1 CVC 8 93.63 2.27 0.14 0.01 
BEZ 3 CVC 19 15.89 1.73 0.14 0 
LUB 4 CVC 19 18.53 1.59 0.1 0.01 
NUD 5 CVC 15 39.00 1.87 0.1 0 
DOP 6 CVC 20 25.25 1.83 0.15 0 

DOOT 7 CVC 26 19.65 1.76 0.14 0 
FOS 8 CVC 6 134.17 1.97 0.19 0 
REG 9 CVC 16 34.88 2.08 0.14 0.01 
FUD 10 CVC 14 29.57 1.87 0.12 0 
RUP 11 CVC 17 23.35 1.89 0.13 0 
TAS 12 CVC 16 23.13 1.80 0.2 0.01 
VOL 13 CVC 16 56.00 2.12 0.11 0 
SEG 14 CVC 10 94.30 2.30 0.19 0.22 
PID 15 CVC 21 58.32 2.00 0.22 0.01 
PIM 16 CVC 16 51.50 2.04 0.23 0.01 
POS 17 CVC 14 39.43 1.89 0.22 0.01 
FUM 18 CVC 18 142.56 2.08 0.14 0.01 
LEB 19 CVC 14 27.36 1.82 0.13 0 
TIB 20 CVC 10 28.10 1.89 0.17 0 
TEP 21 CVC 14 87.07 2.16 0.15 0.01 
LAT 22 CVC 32 381.28 2.18 0.18 0.01 
TUD 23 CVC 14 20.29 1.95 0.12 0 
TUP 24 CVC 16 44.81 2.17 0.12 0 
DAL 25 CVC 14 38.43 1.97 0.2 0.01 
RUK 26 CVC 24 21.17 1.81 0.14 0 
NUK 27 CVC 20 18.55 1.82 0.12 0 
KET 28 CVC 29 78.24 2.22 0.23 0.01 
FET 29 CVC 24 85.42 2.51 0.19 0.01 
JIP 30 CVC 11 42.73 2.07 0.08 0 

EPT 1 VCC 2 8.00 1.59 0.1 0 
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EST 3 VCC 3 62.33 1.91 0.09 0 
ULB 4 VCC 0 0.00 0.00 0.08 0 
UND 5 VCC 2 14631.00 4.54 0.11 0.02 
ULP 6 VCC 1 1.00 1.00 0.09 0 
UNT 7 VCC 1 28.00 2.45 0.14 0.02 
OST 8 VCC 5 79.20 2.01 0.09 0 
ELD 9 VCC 2 330.50 2.41 0.1 0 
ULF 10 VCC 1 1.00 1.00 0.08 0 
USP 11 VCC 1 1.00 1.00 0.06 0 
AST 12 VCC 10 64.80 2.06 0.11 0 
OLF 13 VCC 2 1.00 1.00 0.07 0 
USK 14 VCC 2 62.33 1.91 0.08 0 
ISP 15 VCC 2 92.00 2.13 0.11 0 
ILM 16 VCC 1 3.00 1.18 0.16 0 
OMP 17 VCC 3 1.00 1.00 0.07 0.01 
IMF 18 VCC 0 0.00 0.00 0.1 0.01 
ELP 19 VCC 1 1.00 1.00 0.1 0 
ILT 20 VCC 1 183.00 3.26 0.17 0 
UPT 21 VCC 3 29.33 2.01 0.1 0 
OLT 22 VCC 1 660.00 3.82 0.12 0 
UST 23 VCC 3 187.00 5.71 0.09 0 
ULT 24 VCC 0 0.00 0.00 0.12 0 
ILD 25 VCC 2 330.50 2.11 0.15 0 
UNK 26 VCC 0 0.00 0.00 0.12 0.01 
ANK 27 VCC 2 61.50 2.05 0.09 0 
UCT 28 VCC 1 283.00 3.15 0.11 0 
EFT 29 VCC 2 3.00 1.35 0.09 0 
ILJ 30 VCC 0 0.00 0.00 0.12 0 
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Appendix C 

 
 

Instructions for Experiment 1 
 

Please listen carefully while I read these instructions. 
 
In this experiment, we are going to listen to spoken sounds through the headphones. 
Some of the sounds you hear will be real English words, others will not, but may sound 
like they are. Sounds that are not real English words we’ll call “non-words.”  
 
In each trial, you will hear one item spoken by a female voice.  Your task is to decide 
whether the sound you hear is a real English word.  If the sound you hear is a real word, 
press ‘1’ as fast as you can.  If the sound you hear is a non-word, press ‘2’ as fast as you 
can.  For example, if you hear the word “dog” you should press 1.  If you hear the word 
“kij” you should press 2.  
 
And, it’s important that you please try to respond as fast and as accurately as possible. Do 
you have any questions? 
 
Ok, the first twelve trials will be a warm-up phase so that you can see how the actual 
experiment will run. If you have any questions, it’s important to ask them during or 
immediately after the warm-up phase. If you do not have any questions, you may go 
straight into the experimental session by pressing the space bar. 
 
Please put on your headphones.   
(Walk around and enter “y” on each computer). 
Place your left hand on the space bar—you’ll press the spacebar for every trial. 
Place your right hand on the number pad—keys 1 and 2. 
When you’re ready to begin the first trial, press the space bar.  
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Instructions for Experiment 2 

 
Please listen carefully while I read these instructions. 
 
In this experiment, we are going to listen to spoken sounds through the headphones. 
Some of the sounds you hear will be real English words, others will not, but may sound 
like they are. Sounds that are not real English words we’ll call “non-words.”  
 
In each trial, you will hear one item spoken by a female voice.  Your task is to decide 
whether the sound you hear is a real English word.  If the sound you hear is a real word, 
press ‘1’ as fast as you can.  If the sound you hear is a non-word, press ‘2’ as fast as you 
can.  For example, if you hear the word “dog” you should press 1.  If you hear the word 
“kij” you should press 2.  
 
And, it’s important that you please try to respond as fast and as accurately as possible. Do 
you have any questions? 
 
Ok, the first twelve trials will be a warm-up phase so that you can see how the actual 
experiment will run. If you have any questions, it’s important to ask them during or 
immediately after the warm-up phase. If you do not have any questions, you may go 
straight into the first experimental session by pressing the space bar. After the first 
experimental session, there will be another twelve practice trials, followed by the second 
experimental session. 
 
Now we will begin. 
Please put on your headphones.   
(Walk around and enter “y” on each computer). 
Place your left hand on the space bar—you’ll press the spacebar for every trial. 
Place your right hand on the number pad—keys 1 and 2. 
When you’re ready to begin the first trial, press the space bar. 
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