






























































































































So unlike in the fixed effects model, where va = 
1

:
10

, in the random effects model, 

a• v* C: 2(d) v =--+--s . 
l+c: l+ c: 

(4.10) 

The first term will tend to decrease va• compared with v* , but the second term, al-

ways positive, will increase it. These are competing terms for which we have no a priori 

knowledge to know which term will dominate. 

Rewriting var( ( va)) in terms of v* for the random effects model gives 

= ) -l 
Lt vt*+s c: 
t=l 

and we see the same competing effects. The (1 + c: ) term implies that will 

be smaller than var(d+(v) ) but the extra summand s2 (d) c: in the denominator, will tend to 

make larger than var(d+(v)) . The magnitude of s2 (d) depends on the extent 

of nonhomogeneity in the primary effect size estimates. Since we have two competing 

effects dependent on the same parameter c:, we won't expect the variance to change drasti-

cally. This has not been quantified. 

The combined estimate will tend toward the arithmetic average d from d+ because 

the constant term r + s2(d) c: in the weights is larger than the constant term Tin the 

weights ford+. The weights will tend toward t · Since we do not know beforehand if the 
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averaged is greater or less than d+, we do not know if d~ is greater or less than d+ where 

Note again that since d+ is calculated using variances v with du in place of 8, in practice 

d~ may not be closer to d from d+. 

4.4 Comparing Two Variance Approximations with Examples 

For the Professors' example, all of the primary studies' samples include a mix of both gen-

ders, were within the past five years and include graduates from both public and private 

schools. They believe they should use the fixed effects model. In addition, the null hypoth-

esis for homogeneity is not rejected (subsection 2.2.4). Using v for the variances and in the 

weight equations, we obtain a combined effect size of d+ = .337 with a confidence interval 

of (.237, .436) . Using va we obtain d~ = .339 and (.241 , .438) . Since both test statistics, 

D 1 and D 4 , do not reject the null hypothesis at a = .05, we conclude that the combined 

estimates and the variance estimates are not statistically different. See Table 12. 

We compare using the limiting approximation va with using Hedges' v on three edu-

cational meta-analysis data sets which are listed in Appendix C. Example 1 has nineteen 

primary studies where n e =/:- n c, looking at the effect of teacher expectancy on pupil IQ [3, 

206]. Example 2 has eleven studies where ne =/:- n c, looking at the effect of open education 

on pupil's attitude toward school [10, 24] . Example 3 has ten studies where n e = n c, look-

ing at the effect of open education on pupil's creativity [10, 25]. Sample sizes in Example 

3 are as low as ten. 
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