






































































































































































Quality of service (QoS) 

The L2CAP connection establishment process allows the exchange of information 

regarding the quality of service (QoS) expected between two Bluetooth units. Each 

L2CAP implementation must monitor the resources used by the protocol and ensure that 

QoS contracts are honored. 

Groups 

Many protocols include the concept of a group of addresses. The Baseband Protocol 

supports the concept of a a group of devices synchronously hopping together 

using the same clock. The L2CAP group abstraction permits implementations to 

efficiently map protocol groups on to piconets. Without a group abstraction, higher level 

protocols would need to be exposed to the Baseband Protocol and Link Manager 

functionality in order to manage groups efficiently. 

2.2.11.5.2 L2CAP general operation 

The L2CAP layer is based around the concept of "channels". Each one of the end

points of an L2CAP channel is referred to by a channel identifier. 

Channel identifiers 

Channel identifiers (CIDs) are local names representing a logical channel end-point 

on the device. Implementations are free to manage the CIDs in a manner best suited for 

that particular implementation, with the provision that the same CID is not reused as a 

local L2CAP channel endpoint for multiple simultaneous L2CAP channels between a 

local device and some remote device. 

CID assignment is relative to a particular device and a device can assign CIDs 

independently from other devices (with the exception of certain reserved CIDs , such as 
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the signaling channel). Thus, even if the same CID value has been assigned to (remote) 

channel endpoints by several remote devices connected to a single local device, the local 

device can still uniquely associate each remote CID with a different device. 

Operation between devices 

The connection-oriented data channels represent a connection between two devices, 

where a CID identifies each endpoint of the channel. The connectionless channels restrict 

data flow to a single direction. These channels are used to support a channel "group" 

where the CID on the source represents one or more remote devices. There are also a 

number of CIDs reserved for special purposes. The signaling channel is one example of a 

reserved channeL This channel is used to create and establish con..""lection-oriented data 

channels and to negotiate changes in the characteristics of these channels. Support for a 

signalling channel within an L2CAP entity is mandatory. Another CID is reserved for all 

incoming connectionless data traffic. 

Operation between layers 

L2CAP implementations follow the general architecture described here: 

o L2CAP implementations must transfer data between higher layer protocols and the 
lower layer protocol. 

o Each implementation must also support a set of signaling commands for use between 
L2CAP implementations. 

o L2CAP implementations should also be prepared to accept certain types of events 
from lower layers and generate events to upper layers. How these events are passed 
between layers is an implementation-dependent process. 

Segmentation and reassembly 

Segmentation and reassembly (SAR) operations are used to improve efficiency by 

supporting a maximum transmission unit (MTU) size larger than the largest Baseband 
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packet. This reduces overhead by spreading the network and transport packets· used by 

higher layer protocols over several Baseband packets. All L2CAP packets may be 

segmented for transfer over Baseband packets. The protocol does not perform any 

segmentation and reassembly operations but the packet format supports adaptation to 

smaller physical frame sizes. 

An L2CAP implementation exposes the outgoing (i.e., the remote host's receiving) 

MTU and segments higher layer packets into "chunks" that can be passed to the Link 

Manager via the Host Controller Interface (HCI), whenever one exists. On the receiving 

side, an L2CAP implementation receives "chunks" from the HCI and reassembles those 

chunks into L2CAP packets using information provided through the HCI and from the 

packet header. 

2.2.11.5.3 L2CAP state machine 

This section describes the L2CAP connection-oriented channel state machine. The 

section defines the states, the events causing state transitions, and the actions to be 

performed in response to events. This state machine is only pertinent to bi-directional 

CIDs and is not representative of the signaling channel or the unidirectional channel. 
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Clb:rrt Server 

Fig. 2.17: Implementing ofL2CAP layer [2.5] 

The Fig. 2.1 7 above illustrates the events and actions performed by an 

implementation of the L2CAP layer. Client and server simply represent the initiator of 

the request and the acceptor of the request respectively. An application-level client would 

both initiate and accept requests. The naming convention is as follows. 

o The interface between two layers (vertical interface) uses the prefix ofthe lower layer 
offering the service to the higher layer, e.g., L2CA. 

o The interface between two entities of the same layer (horizontal interface) uses the 
prefix of the protocol (adding a P to the layer identification), e.g., L2CAP. 

o Events coming from above (starting above) are called Requests (Req) and the 
corresponding replies are called Confirms (Cfrn). 

o Events coming from below (starting below) are called Indications (Ind) and the 
corresponding replies are called Responses (Rsp ). 

o Responses requiring further processing are called Pending (Pnd). The notation for 
Confirms and Responses assumes positive replies. Negative replies are denoted by a 
'Neg' suffix such as L2CAP _ ConnectCfinNeg. 
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2.2.11.5.4 Other L2CAP features 

Data packet format 

L2CAP is packet-based but follows a communication model based on channels. A 

channel represents a data flow between L2CAP entities in remote devices. Channels may 

be connection-oriented or connectionless. All packet fields use Little Endian byte order, 

i.e., the following rules apply: 

o The least significant bit (LSB) is the first bit sent over the air 

o The LSB is on the left side 

Signaling 

Various signaling commands can be passed between two L2CAP entities on remote 

devices. All signaling commands are sent to CID OxOOOl (the signaling channel). The 

L2CAP implementation must be able to determine the Bluetooth address (BD _ ADDR) of 

the device that sent the commands. Multiple commands may be sent in a single (L2CAP) 

packet and packets are sent to CID OxOOO 1. MTU Commands take the form of Requests 

and Responses. For a complete list see the L2CAP specs. 

Configuration parameter options 

Options are a mechanism to extend the ability to negotiate different connection 

requirements. Options are transmitted in the form of information elements comprised an 

option type, an option length, and one or more option data fields. 

Service primitives 

Several services are offered by L2CAP in terms of service primitives and parameters. 

The service interface is required for testing. They include primitives to : 
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• Connection: Setup , configure , disconnect 

• Data: Read , write 

• Group: Create, close, add member, remove member , get membership 

• Information: Ping, get info, request a call-back at the occurrence of an event 

• Connection-less Traffic: Enable, disable 

2.3 Bluetooth™ Operation: Illustrative Examples 

2.3.1 Examples of master and all the slaves within apiconet 

2.3.1.1 The automatic synchronizer 

The automatic synchronizer is an example of using proximity networking to add 

value by making an existing task easier to do. Personal portable devices empower people 

to have quick and easy access to information they can use in their lives. For that 

information to be most useful it needs to be kept up to date, but this information 

management data might be distributed across the many devices that a personal can use. 

The '"automatic" part of this usage model is enabled by proximity networking. 

Synchronization is the process of merging the data from two different sources based upon 

some set of rules such that the resulting data sets are identical (or at least reflect identical 

information). Today synchronization is almost always a conscious effort it involves 

connecting a serial cable and pushing a button, or pointing two infrared-capable devices 

at each other and launching an application. With Bluetooth™ wireless communication it 

is possible for two devices to automatically synchronize whenever they come with in 

range of each other. For example, suppose a customer enters a '"supermarket" and wants 

to know where the "oranges" are. So the customer takes out the cellphone and searches 

for a map service provided by the "supermarket'' piconet. The service is assumed to be 
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located on the master of the "Walmart" piconet. For simplicity, suppose there is only one 

piconet. Also to avoid Inquiry problems, it is assumed that the customer's cellphone can 

get the Bluetooth address (BD_ADDR) of the "supermarket'' master by doing a simple 

NSLOOKUP in the local database ( cellphone diary) of recently visited piconets. When 

the customer enters "oranges" and presses search in the browser window, the request will 

be received by L2CAP of the customer's bluetooth device (cellphone, in this example) as 

L2CA_ConnectReq event. If there is no link connection, then L2CAP tells the HCI to 

create one by issuing the LP_Connect_Req event. HCI will send 

HCI Create Connection command packet to the LMP. LMP will send back the 

Command Status Event . The Command Status event is used to indicate that the 

command has been received and the LMP is currently performing the task for 

HCI_Create_Connection command. This event is needed for asynchronous operation of 

the host, making it possible for the host to do other things and not wait for the command 

to finish. LMP receiving the request for connection, will see whether there is already a 

CH for the connection. If there is CH, LMP will send the Connection Complete Event 

to the HCI with the CH. If there is no CH for the remote device (Supermarket master), 

LMP will first try to create a LMP channel between the two devices. This is done by 

sending a Ll\'IP _host_connection_req PDU (Protocol Data Unit) to the remote device. 

But before the LMP channel can be established a physical connection channel has to be 

established by the two devices at the baseband level. After the physical connection 

completed, the customer's cell phone is the '"master" of supermarket piconet and ''slave" 

is the supermarket's server. The LMP of "Supermarket" recognizes the 

LMP_host_connection_req PDU sent from the customer's cellphone and generates a 
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Connection Request event for the HCL When HCI receives this even~ it tells the 

L2CAP about the request as LP _ Connectlnd event. The L2CAP can again pass this 

event to upper layers by L2CA_Connectlnd event and let the application decides 

whether to accept the connection or reject it. There are cases where lower layers can take 

these decisions but they will not be explored in this document. The upper layers can 

accept or reject the connection request using L2CA_ConnectRsp or 

L2CA_ConnectRspNeg respectively. Similarly, L2CAP informs the HCI using either 

LP _ ConnectRsp or LP _ ConnectRspNeg events. The HCI of "Supermarket" then sends 

the LMP in the form of either as a HCI_Accept_Connection_Request or as 

HCI_Reject_Connection_Request command. The LMP can either respond with 

LMP_accepted or LMP_not_accepted PDU depending on whether the connection is 

accepted or not. This PDU is sent back to customer's cellphone by the baseband of 

"Supermarket". The customer's cellphone will receive the baseband packet and pass the 

PDU to the LMP since it was sent on the LM channeL If the connection was rejected, the 

LMP will sent the HCI a Connection Complete event with an error code for describing 

the rejection reason. HCI will tell L2CAP using LP _ ConnectCfmNeg and L2CAP will 

tell upper layers using L2CA_ConnectCfmNeg. If the connection was accepted, LMP 

will send a LMP_setup_complete PDU to the remote device LMP ("Supermarket" in 

this case). The remote device will also send a LMP _setup_complete PDU to customer's 

cellphone and a LM channel is established. After this both the device L:rviPs will send a 

Connection Complete event. HCI will tell the L2CAP using LP _ ConnectCfm and 

L2CAP will tell upper layers using L2CA_ ConnectCfm. This will initiate the L2CAP 

channel establishment now. Also in the Connection Complete event packet the LMP 
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will send the CH for the connection. L2CAP can now assign a CID (Connection 

Identifier) to the connection and establish a L2CAP channel using this CH. After L2CAP 

channel established, L2CAP essentially uses Signaling commands to establish a L2CAP 

channeL It uses signaling commands L2CAP _ ConnectReq and L2CAP _ ConnectRsp to 

establish a L2CAP channeL The upper layers can use this L2CAP channel to send data 

and other information. 

2.3.2 An example of master plus slaves and a slave leaving the native piconet with 
another 

2.3.2.1 Handoff capability 

This usage model could be considered to be an extension of the interactive conference 

scenario that has more than one piconet in the same area and the Bluetooth ™ units need to 

be smoothly continuous service from one piconet to another. Chaired by Ericsson and 

Nokia, the Bluetooth™ Radio 2.0 Working Group investigates optional extensions to the 

radio specification. Besides handoff extension for supporting roaming service, more bit 

rates and better coexistence with other technologies operating in the 2.4 GHz spectrum are 

in the process to adding in the extension service for upcoming radio specification. 

2.4 Cellular Digital Packet Data Systems 

2.4.1 Basic system description 

The cellular digital packet data (CDPD), is an add-on wireless packet data 

connectivity service on the traditional 800 MHz AMPS system, initiated by IBM and the 

largest US cellular carriers (Ameritech Cellular, Bell Atlantic Mobile Systems, GTE 

Mobilnet/Contel Cellular, McCaw Cellular, NYNEX Mobile Communications, PacTel 

Cellular, Southwestern Bell Mobile Systems, and US west) in 1992. It is based on the 
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early mobile IP specifications. Covering more than 95% of US mobile service at that 

time, these alliances announced the CDPD consortium for supporting their de facto 

standard that enjoyed the concurrence of seventy-five companies by the end of 1994. 

Even though CDPD is the technology only in the first generation of mobile system, the 

tendency towards a transit to digital generation (for increasing the quality and security of 

data transmissions). May, however, take a long time globally replacing the AMPS 

completely. In 1995 alone, the investment in equipment and infrastructure of the analog 

system was $5.4 billion. With this tremendous investment, the situation may not change 

very soon due to the incoordination on the purposes of 3G as well as the new incoming 

4G technology. Most carriers may have to wait and see for the most optimize technology 

for the future investment. In the migration interim, the CDPD is, therefore, widely 

available, offering digital data on the analog cellular service 

As mentioned earlier, CDPD shares the AMPS resources such as the channel and the 

equipment at the cell site by the intent of the most effective channel-utilization on unused 

voice capacity of the existing AMPS to support data transmission. Moreover, CDPD 

specifies the use of existing data communications protocols, such as the connectionless 

network layer protocol (CLNP), the internet protocol (IP), the OSI transport layer, and 

the internet protocol (IP), the OSI transport layer, and the transmission control protocol 

(TCP). In effect, existing protocols running at layers 3 and above use CDPD, which 

operates at the lower two layers. Coming with more matching for CDPD than the 

traditional IP, the mobile IP concept is the only current means for offering seamless 

roaming to mobile computer in the internet. 
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2.4.2 CDPD Architecture 

The basic structure of a CDPD network is similar that of the cellular network with 

which it shares transmission and can be visualized as a collection of interconnected 

CDPD service provider networks. These CDPD service provider networks communicate 

among themselves and with other external networks over appropriate interfaces . 

....... Air interface 
F-ES 

(e.g. internet) = Inter-service provider interface 

- External interface 

IS Intermediate system 

M-ES Mobile end system 

MD-IS Mobile data intermediate system 

MOBS Mobile database station 

F-ES Fixed end system 

Fig. 2.18: CDPD network architecture 
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From Fig. 2.18, each CDPD service provider supports three interfaces: 

(a) For cooperating with the other service providers via the inter-service provider 
interface 

(b) For connecting to the external networks such as internet, the external interface is 
defined 

(c) Servicing the mobile subscriber, the air link interface is provided 

2. 4.2.1 Mobile end system (M-ES) 

TheM-ES is the user device, which is called a host in Internet terminology, gaining 

access to the CDPD network for subscriber. The mobile-end system uses the wireless 

interface to communicate with another end system (the other end system may be mobile 

or fixed). As the M-ESs are potentially mobile and their physical location may change 

with time, continuous network access has to be maintained. From the Fig. 2.18, the 

communication between the M-ESs and the MDBS as the access point of CDPD 

network is done using the air-interface specification. The CDPD network ensures that 

datagrarns addressed to an M-ES will continue to reach the M-ES even as its physical 

location changes. The network tracks the location of the M-ESs and routes network layer 

datagrams to them and from them accordingly. 

2. 4.2.2 Mobile data base station 

Each CDPD/ AMPS cell needs a logical MDBS function. A cell may operate multiple 

CDPD channel streams, each requiring a logical MDBS relay function. The MDBS 

performs the layer 2 data link layer or media access relay functions for a set of physical 

radio channels serving a celL In the reverse direction (from the M-ES to the network), 

the M-ESs communicate over the radio interface to the MDBS, which then relays the 
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information over a landline or microwave link to the connected MD-IS. In the forward 

direction, the MDBS receives layer2 datalink information from the MD-IS over a 

landline data network and then relays it over the air link to the subscriber. 

2.4.2.3 Mobile data intermediate system (MD-IS) 

The MD-IS is the set of hardware components and software functions that provide a 

function analogous to that of the Mobile Switching Center (MSC) in a cellular telephone 

system. such as routing, accounting, registration, authentication, encryption, and 

mobility management function. The MD-IS performs routing functions based on the 

additional knowledge of the current location of the M-ES. In the CDPD network, the 

MD-IS is the only entity that has any knowledge of the mobility of theM-ES. It provides 

mobility management through two routing services. The mobile home function (MHF) 

provides a packet forwarding function and supports a database for its serving area (its 

"home" ESs and ISs). Each M-ES must belong to a fixed home area, and MHF keeps 

track of this information. The mobile serving function (MSF) handles the packet transfer 

service (only for the forward direction) for visiting M-ESs. Like most mobile systems, 

a visiting M-ES must register with the serving MD-IS, which notifies the visiting M-ESs 

MD-IS of it current location. 

2.4.2.4 Intermediate systems (IS) 

The intermediate system is an intemetworking unit, which is called a router in 

internet terminology. Differencing from the traditional router, the IS is aware of mobility 

function. In addition to supporting conventional protocols, such as TCPIIP, the IS also 

runs a CDPD-defined operation called the mobile network location protocol (MNLP), 

which provides locations information in the system. 
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2.4.2.5 Fixed-end system 

Fixed-end system (F-ES) is a generic term applied to a non-mobile system in the OSI 

terminology. This is typically a host computing platform connected over a landline data 

network to the MD-IS. Applications within the M-ES communicate with applications in 

F-ESs, utilizing the CDPD network as a communication backbone. F-ESs may be 

external or internal, based on whether they provide external or internal application 

services to the CDPD network The internal F-ES is operated, owned, and administrated 

and maintain by the CDPD service provider but the external F-ES does outside the 

CDPD service area. 

2.4.3 CDP D protocol/ayers 

Within the context of the CDPD system architecture, the airlink protocol is primarily 

concerned with communication at the physical and medium access control (MAC) layers 

of the protocol stack between M-ESs and the MDBS. The complete airlink protocol 

additionally involves the mobile data link protocol (MDLP) and the subnetwork

dependent convergence protocol (SNDCP) layer, as shown in Fig. 2.19. The information 

transmission over the air represents the slowest and most error-prone segment of a 

CDPD ene-to-end "connection" between and M-ES and a fixed-end system. 

As indicated in Fig 2.18, the physical layer in CDPD corresponds to a functional 

entity that accepts a sequence of bits from the medium access control (MAC) in data link 

layer and transform thems into a modulated waveform for transmission onto a physical 

30 kHz RF channel. 
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Fig. 2.19: CDPD protocol stack 
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Communication between M-ES and MOBS take place over a pair of such RF 

channels (having a fixed frequency separation) provided for the operation of the AMPs. 

There are 832 such RF channel pairs. The modulation employed on a RF channel stream 

is Gaussian minimum shift keying (GMSK) with BT b = 0.5. A frequency greater than the 

central carrier frequency represents a logical 1, while a logical 0 is represented by a 

frequency less than the central carrier frequency. The modulation rate on both the 

forward and reverse RF channels is 19.2 kbps and performed 

The MAC layer models a functional entity logically operating between the PHY and 

link layer control (LLC) layers. The MAC layer within an M-ES cooperates with the 

corresponding MAC layer within the MOBS. The purpose of this layer is: 

• Mapping link layer frames passed from the link layer to Reed-Solomon blocks and 
constructing link-level frames from received RS blocks; 

• Forward error-correction coding to correct or to detect uncorrectable blocks; 
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• Performing other formatting operations to generate blocks ready for transmissions; 

• Access signaling procedures that use slotted nonpersistent digital sense multiple 
access protocol with collision detection (DSMNCD) 

• Generating synchronization signaling to allow M-ES and MOBS to synchronous 

• Providing means for identifYing the MOBS an M-ES is communicating with and also 
to detect co-channel interference. 

SNDCF (Sub-Network Dependent Convergence Function), CLNP (connectionless 

mode network protocol), and TP4 (Transport Protocol class 4) are in the lower layer 

subprofrles intent to interoperable data transferring. These subprofiles provide a common 

basis for reliable end-to-end communication across aU types of subnetworking 

technologies especially between MOBS and MD-IS. 

MDLP (Mobile data link protocol), providing the logical link control services 

between M-ES and MD-IS, is derived extensively from the LAPD protocol with 

additional concepts taken from the HDLC protocoL Additionally, some functions needed 

for mobility-specific operations have been added to the specification of this layer. As a 

matter of convention, while referring to the link layer, the layer management entity 

associated with this layer is also included. 

SNDCP (subnetwork dependent convergence protocol) performs several functions. It 

is responsible for compression operations and also segments traffic into a preconfigured 

segment length. It is also responsible the encryption of the traffic at the transmit side and 

the decryption of the traffic at the receive side. Obviously, at the receive side, it is also 

responsible for reassembly of the segments and for performing decompression on the 

traffic. 
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At layer 3 rests either the Internet Protocol (IP) or the ISO connectionless network 

protocol (CLNP). These protocols provide CDPD with destination and source addresses. 

For IP, these are the well-known Internet addresses consisting of 32-bits that are 

registered through the internet structure. For CLNP, the address varies vut isusually 

derived from the OSI-based address defined in ITU-T recommendation X.200. 

Finally, at the transport layer rests the internet's transmission control protocol (TCP). 

One of the major functions of this protocols is to provide end-to-end flow control and 

end-to-end acknowledgement oftraffic. 

2.4.4 CDPD applications 

Cost and available bandwidth are two key factors that will have an impact on the type 

of applications that will use the CDPD technology for wireless data transfer. Two major 

categories of applications can be identified that can be expected to dominate the CDPD 

market: embedded systems with bursty data transfer requirement and handheld interactive 

computing. 
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2. 4. 4.1 Embedded Systems with bursty transfer requirements 

Applications that will fall in this category are: 

• Telemetry : Monitoring of pipelines and so forth as part of interconnection of 
supervisory control 

• Vehicle tracking: As an inexpensive alternative implementation for GPS 

• Credit card authorization. CDPD can replace the traditional wireline connections 
used in the credit card authorization system used in the stores. 

2.4.4.2 Handheld interactive computing 

This group of application represents a traditional computing setup where a user and 

handhold computing equipment are involved. The following major application categories 

can be identified within this group. 

• Personnel messaging: With corporate users increasingly using remote access to 
enterprise networks to share information and to coordinate/manage activities via 
electronic mail, peer-to-peer wireless messaging will soon become a business 
standard 

• Field automation: Police officers, real estate/insurance agents, sales representatives, 
and field service technicians are examples of the kinds of workers who work away 
from their offices, are highly mobile, and are bound to benefit from the capability to 
access information instantly 

• Internet access 

2.5 Concluding Remarks 

Since the topic of research is new in its subject-matter point-of-view, this chapter is 

written to provide comprehensive descriptions on the two wireless systems, namely, the 

Bluetooth™ and CDPD. The objective ofthis chapter is, therefore, an introduction to the 

relevant background details on the communication systems deliberated in this 

dissertation. 
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CHAPTER3 

EMI ASSAULTS ON BLUETOO'fHTM TRANSMISSIONS: 
REMEDIAL CONSIDERATIONS 

With Bluetooth ™ initiatives placing bite-marks on wireless communications, 
an associated problem that looms in the horizon in the form of EM! is attributed 
to electromagnetic emanations from high-power ISM devices, such as microwave 
ovens. Since Bluetooth ™ is largely conceived as an indoor, ad hoc mobile 
communication facility and, inasmuch as the microwave oven is an indispensable 
domestic gizmo, the question is how to resolve the compatibility issues on the 
persisting EMI on the Bluetooth ™ caused by the microwave leakage from the 
oven. 

Presented in this chapter is a consideration in elucidating a possible strategy 
wherein, the microwave-oven itself is made into a BluetoothTM..enabled device, 
which would jUnction as a "master" and perform the power-control in other 
Bluetooth™ communication devices operating in the vicinity. Such devices, 
would, thereby adjust their signal-to-interference ratio (whenever the oven is 
turned on) and could possibly remain immune from adverse effects of packet
losses due to the EMI under discussion. Experimental results on the leakage 
profile of EM! from an operating microwave oven are presented; and, a detailed 
procedure and protocol considerations in making the microwave oven a 
Bluetooth ™ enabled device towards the proposed mitigation are presented 
Addressed in this chapter is also a study on the performance considerations of 
Bluetooth™ transmissions taking place in the EMf ambient. 

3.1 Introduction 

An intriguely top-notch technology that has been ushered in and enthusiastically 

promoted so as to enable "devices of all kinds - from laptops and cell phones, to PDAs 

and household appliances" be capable of communicating and interoperating with one 

another in the wireless medium, is the Bluetooth™ technology. Taking a tour into the 

emerging vista of Bluetooth ™ indicates the underlying concept of this technology as an 
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enabling means towards a transparent wireless RF communication between any electronic 

devices. This mode of communication can offer a set of advantages encompassing a 

viable voice/data access point, no cumbersome cabling and creation of an as-you-please 

ad-hoc wireless networking. ''Unlicensed but undaunted", the evangelism ofBluetooth™ 

parsoned for adoption, can be specified by personal connectivity of enabled devices, 

spontaneous creation of disposable networks~ and achieving a low-cost and low power 

considerations in indoor wireless transmissions of short ranges supporting 721 kbps or 

432.6 kbps over asynchronous and synchronous links, respectively [3.1]. 

However, ever since the inception ofBluetooth™, the hurdles on its technology to be 

overcome have also been identified. Essentially, such hurdles refer to noisy radio 

environments in which the Bluetooth™ communication may take place. Specific 

compatibility issues of concern stem from the operation of Bluetooth ™ in the proximity 

of high-power microwave appliances, which use the same ISM band designated for the 

unlicensed spectrum used by the Bluetooth™ as well. 

A typical high-power, ISM-band specified, in-door equipment is the microwave oven. 

The omnipresence of microwave-ovens in the home-front as well as at office premises 

could pose considerable EMI influence on the operation of Bluetooth ™ communications 

taking place in the vicinity. This EMI spilling out the inevitable (but of permissible) level 

microwave leakage (around 2.45 GHz) arising from the oven. Recent studies [3 .2, 3.3] 

suggest that within the allocated ISM band, the emissions from modem microwave-ovens 

could encroach the working spectrum of nearby Bluetooth ™ units by adversely 

influencing the associated FHSS protocols. Especially, such influences could be 
I 

significant on lower power Bluetooth™ systems (operating at 1 to 10 mW transmitter 
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powers). It has been observed that relevant operational impairment could happen even 

when the microwave oven is at a distance "10 times farther away from the 

communication units". This situation is expected to remain still be "unfavorable" even 

for higher power Bluetooth TM units, if the oven is closer than tens of meters to the nearest 

Bluetooth ™-enabled device. Thus, the associated persistence of the problem is quite 

obvious. (A detailed analysis of the packet-loss probabilities is presented in section.) 

In essence, the microwave-ovens -though a boon to home-makers, could prove to be 

a nuisance for Bluetooth ™ units, which share the common of ISM spectrum with the 

microwave ovens. Now the question is, how to amicably face the compatibility issues 

between such sharing partners of the ISM band, namely, the Bluetooth ™ and high-power 

systems. 

The in-door electromagnetic environment m which Bluetooth ™ communication 

devices are to be deployed cannot be changed radically. There are millions of microwave 

ovens (and/or other ISM band high-power domestic/industrial appliances) being 

marketed. Equal number of them has already proliferated the house-holds and is in use 

across the world. Their market and deployment cannot be altered abruptly giving way to 

the use Bluetooth ™ sans microwave-ovens in the ambient. As such, a unique situation 

prevails - we have to live in the world of microwave-ovens (present both in the 

domestic-front, sometimes at the clustered office cubicles) and still make best use ofthis 

new art of Bluetooth™ facilitating an information exchange with a quality and a 

guaranteed integrity of semantic transparency. Rightly said by Buffler and Risman [3.2] 

that the "ISM and communications communities must, (therefore) work together to find 

some practical solution to the (associated) compatibility problems". 
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3.2 Bluetooth™-Enabled Microwave-Ovens- What for? 

Motivated by the above suggestion. presented here is a strategy to address the 

relevant '"compatibility problems". The proposal is as follows: 

Why not make henceforth. (on ad hoc basis) all the 
microwave-ovens (to be manufactured and sold) as 
Bluetooth-enabled so that they can be deployed as 
"masters" to control the transmitting power-levels of all 
other Bluetooth™ communication units in the scattered ad 
hoc networking operating in the vicinity.? 

Hence. presented in the following sections are details on the methodology illustrating 

the mitigatory dogma of the aforesaid proposaL For this purpose. the EMI environment 

of an operating microwave-oven is first described and analyzed so as to identifY the 

possible modes of interference on the Bluetooth™; hence relevant avenues for mitigation 

strategies are searched and discussed thereof. 

The concept of Bluetooth™ as originally conceived and evolved is clear: It allows 

the electronic gadgets and gizmos to talk to each other untied by wires. The underlying 

philosophy is strutted by several optimistic merits on possible applications. In essence, 

Bluetooth ™ operations are conceived to provide pragmatic alleys of communication 

access and permit information exchange within the web of information super-highways 

involving an interplay of a variety of electronic devices/units in a confined locale. 

As indicated before, though wisely chosen to operate in the ''free bee" spectral band 

for its universal applications at 2.4 GHz. the Bluetooth™ has to face unfavorable 

alterations of its operating ambients caused by the other electronic systems in operation, 

which use the same ISM frequency. In general, such an electronic appliance could be a 
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low-power communication unit (for example, a garage-door opener) or a high-power 

system like a microwave-oven emitting unintentional electromagnetic leakage. 

Specifically the high-power appliances may operate at nominal microwave power-

ratings (in the order of 1 kW), but the expected microwave leakage from them could be 

significantly high enough to cause interference on Bluetooth™ operation. This has been 

confirmed via measurements. 

When microwave-ovens carne to market, the original concern about such leakages 

was mostly directed to limit the SAR (specific absorption rate) dosage, which could, 

otherwise prove harmful to living systems. Hence, health (and/or safety) regulation 

bodies across the world prescribed leakage levels permissible in the proximity of 

microwave-ovens so that the manufacturers would comply with these regulatory 

constraints. 

However, such permissible SARis not, congenial in realizing an EMI-free operation 

of Bluetooth™. This is because, the Bluetooth™ is a battery-operated low-power 

system; and, as the active (signal) power-levels at the receiver-side of a Bluetooth ™ unit 

become comparable to the microwave-oven leakage, the communication operation could 

be severely impaired. 

Typical considerations and spectral emission characteristics of simple microwave-

ovens (holding a nominal food-load) can be enumerated as follows: 

• Microwave-ovens may legally emit certain levels of leakage in the ISM band 
subject to the limits set by SAR-speci:fied international safety standards 

• During the on-off transient states, the leakage from the oven may pose a 
spectral spread of about 20 MHz centered at the operational 2.45 GHz 
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• During such on-off transient states, the perceived leakage may increase by 5 
to 15 percent ofthe nominal leakage level emitted, when the oven is in steady
state on conditions 

• The emitted microwave leakage level could potentially impair and affect the 
performance ofDSSS/FHSS protocols of wireless communications 

• The emission characteristics (amplitude and spectrum) of the leakage may 
change radically for different types of food-loads placed in the oven 

• The leakage levels and spectrum of microwave energy from the oven could 
also be different for different versions of the ovens (such a stirrer-type or 
turntable type). 

Mostly, the studies on microwave-leakage have been performed with simple water-

loads and relevant measurements address the extent of "leakage power". This measured 

data can be directly related to SAR value as required by safety/health regulations. Bllt 

these measured artifacts, per se, have not been intended to link them as EMI influences 

on the Bluetooth™. (This is because Bluetooth™ did not exist earlier and interference of 

relevance was not faced; and, FCC allowed the general use of the ISM frequencies by any 

potential user as long as the new band inhabitant "accept interference that may be caused 

by the operation of other authorized ISM equipment"). 

Now, the scenario under discussion is different. It is a war in the battlefield of ISM 

band assigned for a tranquil enjoyment by two parties - the microwave-ovens, whicb. 

show their dominance with their privileged emission levels and the low-power 

Bluetooth ™ units that seek their survival to coexist. 

In order to resolve this battle, it is necessary to understand more precisely the EMI 

due to microwave leakage from the ovens. In the words of Buffler and Risman [3 .1] ''the 

allocated ISM band spectial characteristics of modern microwave-ovens is far more 
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complex in real life than that which is measured with simgle water loads according to 

standardized methods for immunity and emission testing outside the band." 

True. But how complex are relevant characteristics, which would directly affect 

Bluetooth™ performance? Any mitigatory effort would warrant a straight answer as well 

as elucidating of an imminent data base on appropriate factors encroaching the domain of 

Bluetooth™. 

First of all, as indicated earlier, the leakage measurements on microwave-ovens 

largely give the net power-level distribution profile around the oven structure; and, 

invariably, no polarization characteristics of the emitted radiation are furnished. Such 

information on polarization of the emitted microwaves could, on the other hand, be 

important and C]ID be profitably considered in the mitigation trails vis-a-vis Bluetooth™ 

communication deployments. 

Secondly, the spread or window of leakage spectrum should be critically reviewed to 

speak of any conclusions on possible interference effects over the pseudo-random, 

frequency-hopped, gaussian-filtered channels adopted for Bluetooth™ transmissions. 

The third consideration would refer to bouncing of leakage emissions from the ovens 

as a result of the reflections in the in-door environment. Relevant implications on the 

performance of Bluetooth™ units operating in the same in-door locations are crucial 

while looking into any possible mitigations. 

Consistent with the abovesaid considerations (plus the available details in the 

literature on measured data on power levels and spectral characteristics pertinent to 

transient and steady-state microwave leakage from the ovens), one could seek avenues 

for mitigations compatible for the protocol structure of the Bluetooth™. 
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3.3 Field Polarization Characteristics of EM Leakage from Microwave-Ovens 

Measurements carried out on the missing polarization details of the leakage from a 

microwave oven are detailed here. A standard 800-watt microwave-oven, (which has 

been in use over a few years) was adopted as the OUT. The unit chosen has a single see

through window and a gasketed front-opening. Simple water-load (in a coffee mug) was 

used. 

A diode-detector mounted on a fixture with the ability to sense the E-field in the 

vertical, horizontal or 45° cross-plane was facilitated. It could be positioned along three

dimensional locations corresponding to front, top, sides and rear aspects of the oven. A 

grid structure made of parallel conducting wires was used as the Fresnel filter to select 

vertical/horizontal or cross-polarized fields. For example, when this filter is kept with the 

wire-grids y-directed, it would let only the y-directed (E-field) on the other side of the 

grid where a (y-directed) diode-probe measures this field. That is, the measured field at 

the probe is VV (vertical-vertical) polarized. Likewise, HH (horizontal-horizontal) and 

cross-polarized components were measured at discrete locations around the oven. The 

measurement locales in front of the oven, for example, is illustrated in Fig. 3. L 

Using the water-load, the oven was turned on for a period of 3 minutes (30 seconds 

for each measurement position) and the leakage level (of appropriate polarization) was 

recorded on a chart recorder (Dash IV' Astro-Med, Inc.). A sample set of measured data 

is furnished in Fig. 3 .2. 
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Fig. 3.2: Leakage from the test microwave-oven: I) Aggregate of measured data IT) 
Relative measured field intensity at different polarizations: (a) No 
polarization filter (b) H-H polarization; and, (c) V-V polarization 

A set of repeated measurements performed as above and an ensemble of data 

compiled thereof, indicate that the electromagnetic field of the emitted leakage is largely 

vertically polarized all around the oven. Further, the measured results indicate the 

maximum leakage is perceived in front of the oven through the see-through window and 

door-gaskets. 

3.4 Microwave-Oven Induced EMI Effects on Bluetooth™ Transmissions: 
Possible Mitigatory Strategies 

Using of the available information m the literature on microwave-oven leakage 

characteristics plus the additional details ascertained as described above, enumerated here 
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are some possible ways of mitigations on EMI relevant to coworking of Bluetooth ™ 

units and microwave ovens when placed in the same geographical loc::ations. Hence, 

comparing various options, a concrete scheme of mitigatory effort is identified. 

Now, what are those possible mitigatory strategies? 

• The microwave-oven can be made better-shielded through more stringent 
gasketing and absorbing see-through windows thereby c:;onstricting the 
leakage level much less than the value admissible throujigh safety/health 
standards. Here, relevant increase in cost of the oven that co-uld be foreseen 
should not, however, be overlooked. This is a prevention metlw.od whereby the 
leakage perceived outside would not introduce adverse signall-to-interference 
ratio on the Bluetooth ™ systems operating close by. 

• The leakage as evinced from the measured data is largely verti!.cally polarized. 
It leads to a concept design with the Bluetooth ™ transreceive system be made 
polarization-diversity capability, so as to reject the mainly vertically
polarized oven-leakage. This method could, again, be limitecl. because ofthe 
portability of Bluetooth™-enabled devices, which can restriict polarization 
diversity based operations. 

• A third option indicated here as a versatile and viable techni.que is to make 
the microwave-oven Bluetooth ™-enabled and allow it to be a partner in the 
Bluetooth™ piconet. By making the microwave-oven itself a Bluetooth™ 
enabled device the oven is "enabled" to alert the nearby operating 
Bluetooth™ units to boost their transmitted power, whenever the oven is 
switched on. 

3.4.1 BluetoothTM_enabled microwave-ovens -Afoe enticed to be afriend 

Among the three options indicated, the provision of excess EMI shielding on the oven 

could increase the cost of the oven prohibitively; also, the volume and "1Weight of oven 

may become high. Further, it may have some impact on the aesthetic look of the ovens. 

The second option is feasible; however, polarization diver:sity reception 

considerations on Bluetooth™ transmission has to be explored mo-re extensively 

consistent with the available modules and standards. 
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The third option appears to be logical and implementable. With the decreasing cost on 

Bluetooth™ modules, making the microwave ovens Bluetooth™-enabled may not 

adversely enhance the price of the ovens in the market. 

The relevant strategy can be described with a brief overview on the operational 

aspects ofBluetooth™ as presented below. 

Master 
®(client) 

(a) l 
c) Slave 

(server) 

Master 
.® 

11\\ 
0 Slaves 

Fig. 3.3: Possible topologies of networked Bluetooth™ devices: (a) Single-slave piconet; 
(b) multi-slave piconet; and (c) scatternet [3.4, 3.5] 

Considering the state-of-the-art profile of the Bluetooth™, illustrated in Fig. 3.3 are 

typical pi co net topologies of networked (Bluetooth TM) devices. 

To Illustrate the concept of mitigation under discussion, a simple scattemet 

configuration of the type shown in Fig. 3.4 is considered wherein, the microwave-oven is 

assumed to be Bluetooth ™-enabled and is intended to be a "master" (client) controlling 

the power-levels of transmissions associated with Bluetooth ™ other master-slave 

communications in the locale. 
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Bluetooth-enable 

Fig. 3.4: Scatternet topology ofBluetooth™ devices including a Bluetooth™-enabled 
microwave-oven acting as a master power controller 

In reference to Fig. 3.4, it is assumed that all the Bluetooth™ devices (including the 

one installed on the microwave device) in the scattemet are familiar with the presence of 

the other a priori. (Should a new Bluetooth™ pair (master/slave) enter the scatternet, 

(which is allowed as per existing Bluetooth TM Specifications), then, certain additional 

features are required to be included into the network.) 

Considering the scatternet ofFig. 3.4, there are two states ofEMI ambient: Whenever 

microwave-oven is ON, there is a chance of EMI encroaching the other Bluetooth ™ pairs 

already in communication sessions. When the oven is OFF, the ambient is assumed to be 

EMI-free. Now, it is proposed that, whenever the oven is ON, the relevant state could 

sensed by the Bluetooth™ device mounted on the microwave-oven and the possibility of 

EMI is conveyed by this device (as an alert) to other Bluetooth™ devices (in 

communications sessions) so that, those devices can boost their transmitted power-levels 

in order to realize a good carrier-to-interference ratio. 
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The protocol involved in the above proposal is depicted in Fig. 3.5 where the 

Bluetooth™-enabled microwave-oven is indicated as a master (client): and, one of the 

Bluetooth client/server pair under communication session is regarded as the server 

responding to any command from the master (oven). The command to be deliberated by 

the oven is two-folded: 

• Whenever the oven (master unit) is ON, the command is to tell the slave units 
to boost the transmitted power-levels 

• When the oven (master unit) is turned-off, then the corresponding command 
would tell the slave units to come back to normal power-level of operation (so 
as to save the battery life) 

The flow-chart of protocol (shown in Fig. 3.5) is self explanatory. First, there is a 

logical if-check on the "master'' (oven) pertinent to the oven being in ON or OFF state. 

The ON-state would let a physical link be established with the server units (slave). This 

allows a set of primitives to go down the protocol stack and the slave(s) receive the alert 

information to increase their transmission power. This state would remain sustained as 

long as the oven is ON. 

98 



Client::~~::1:::r=~=====::===~~~--~~~~~~~~~1::ji~~:S~e~rv~e~r~--~ 
HCl :if ·:.. - - ~iii:::LJ;;;~H~C~[ '"""'!~!:-~-Li_! _ _.,.·J-1 

0 Bluetooth" 0 Bluetooth· 

Master .---;--ii·-~1'=----tl~slave 
, ( Microwave power ON l 

• L2CAP request to establish 11--~~ 
ACL connection 

Establish the .. Establish the 
physical link physical link 

to Link Manager via HCI 
~ 

L Authentication J Authentication 

Encryption l l,...-- ?\ 
T 1/ Hardwar_e process via 
• contmuous or 

ACL Setup complete discrete/digitalJ~ / 
ACL Setup complete ~ S / 

~ 
Encryption 1 

~ 

Alert th~slave(s) to .• Receiv:d the alert ~ power tep 

.-------+---+-1 increases the ~==',..§. -.. and increasing + 
transmitted power transmitted power 

llllllll=~~======~~b~-!!!!!!§iiiii=====~f==i=4-~J~ Establish Logical 11 -. ·l Link Connection 

~"""J======:::-1--1----,J 
l 

Continued to be in 
Active Mode 

with Slave 

Continued to be in 
Active Mode 
with Master l 

ro~;;~tt:;;;gi~Lirikl~==f=;:=======::=+=4"~-~§aiii======i==tt~{Di~connect Lo~ical ] Lmk Connecuon 

Remind the slave to 
'-----c=====:J.--JUdecrease to lower level 1r--o l Decreasing power to I 

i~ lower level 

_.. g .. _,--

Otber Upper-L2CAP 
Layer 

Hardware process 
Request ACL l Response ACL via continuous or 

..._ __ d_i_scTo_n_n_ec_t __ _.J 1.f". disconnect discrete/digital RF 
_y 1'------..-.------' _!'ower Step Down 

ACL -Disconnection 1.~ ~ ACL -Disconnection~.- ------"li "t I 

~ease th~ piconet 

LMP-88-Radio ~~ LMP-BB-Radio 

Fig. 3.5: Flow-chart ofthe proposed network 

99 

Otber Upper-L2CAP 
Layer 



-0 
0 

Micrown\'c Other IH Device 

<============::::!Client ' :}: 1Senrerc===========:::> 
Other II igh I' . ·b· d I' ·b d Other High 

Lnvcr L2CAI' IIC'I LMI' ,re;c an ,asc an LMP IICI L2CAP l.11ycr 
••••• , I I I I I I I I. I I. I -

I 1 I I 

111\\l\t ~~~~ 
P'"'· .~rOn 

Clos 
Stat 

~il 

e 

.. IJ('t\ Cntn<~:l R~q 
r 

i'~licru\\'1"'" Mur01'i 

IJ> Cmn~IRrq ~ l IIC"I._('tt11<. !'oon"11011 .. 
IICICnnnund 
'I~IU1rHIII 

I"" 

.... .... 

... 

( Jr(,\ulll_.:nMIIk.-I)ANI) (Uuk 
ke,· b sto rtd In BT De1· ke [ 

... .... 

[ 

I. 
I"' 

IL.. -

PaJ,'f and Page RNpomr l 
11 

l'h)·siral _) 
Cll!nllill111 

~ v 
IMP .. hl••--("tncctiu '"\ 

I.MP att•'PICd 

,\CirC'onn«tlon·R«qPt$1 nnl~htll 

LMPJulures ___ i"' 
1.\IP_ieallllti,IOI 

Authentkatlon J( 
L\IP au rand 

l.,n• __ ,,CI 

L\IP au rand 

1·'"'--•a 
Anlhenllclllon Onlshtd 

t:ncrnJtlon I 
1.\IP _ rncryptim_modc _req 

1.\ll'.'""q~oo 

I.MI'_CIItt}pltooJr)'_li!f _rrq 

l.MP _xc~1~00 

I~ llll_<ntl)pl!m_rcq 

- I.MP ... CI'I""' 

i'Oih~r OT d~i~·Sia•t'l 

.. Ill' I Coonct1ioo 
R"tuc~ o~ent I.P_Coon«llnd 

11('1_ Aa:rpiK<I ... I.P _l'~nne(tRsp -,. 

r,~nr~:rim_Rcquar .... 
I"" 

IICICanmend 
Sl!IUSC\'L'UI 

- .. 

... ,. 

lf(Aulh_t:llllblt==l) .-\NJ) (Unk 
1ot1·ls stored In BT Device 

.. .. 

.. 

... 
_... .... 

C/tJSed 
State 



.... 
0 

c, 

M 
1'01• 

Otho:r High 
Layer L2CAP 

••• ~ ••••••••• I" 
lP C••ma:ICtiu 

W4_L1CAP_ 
ConnectH.~p State 

Ill 1111111111 .... 
.- l.l('A r .. nnral'fnt 
.... 

~njig Stale 
rm1ave 
erOO l.2CA_ll!Kilnnei1Rcq 

II; ........ 1; 

W4_L1CAP 
Dlscol/nectRsp Stale ... 
Ill 1111111111 

, .... 
I.P .lli..:mncnlleq• 

Closer/ Stille 

11'. 01!(1'11\IO:I(Iill' 

11(' A_lliKilnnec!Cfm .... 

IICI LMP 

l.o 
un l'ooneclior• .. ["' 

C\mlpltn 

II('IJl•K<~nnC\:1 .. .. 
IICI (\lllm•ld Slalu~ .. Eu111 

..... 

IICI Oite<llll«lk'll 
• rompl<tt t\0111 

Baseband Baseband LMP HCI 
I I 

I ACI. Setup COIIIJ!Iele J 
I~IP_ti11~'-""'PI~ _... ,. 
1.\IP_I<Iup_<mlpldr 

.! I lll'l l'c>nnecll\•1 
l·'lf _I niT _po~er_rrq .. r."'ok" - .. 
1
tJ('AP CoonenRc~ 

.. .. 

I. I 
l.2CAI1 fl'11nti1Rtp 

StUIIn Atth•e Mode while Mkrowan O\'tn sill p011·er ~n. J 

!.l(',\P_Di.:onnecJeq 

l.ll'AP_l>ucnnnwRip 

UIP_den JlOft IT_rrq ...... 
l~ll'_deuch 

,. 

"' lll'l '" l.:<lllnt<'l lo n 
rcimplt~ecl\111 

lJl Dl..:•mn"llld 

Null: l.l'_l>isconn~'l:IReq• und l.l'_l>isconncctCiin' 
Is nut appear in 1~ Spc:cilica1ion oflhc: 
lllucloNh S) slcm V I Ob 

I I 
Fig. 3.6: Signaling scheme of the proposed network 

L2CAP 
01hcr lligh 

Layer 

.. .. ......... , 
I.XA_emntalnd • 

L.o 1.2CA Cooneclltsp"' 

:::01111111111 

.. 1111111111 
" 1..2(',\_l~.:mnectln:t• 

!. l.2CAJlilccrmo:IR1p 
r" 
~111111111 

.. .. 

... 
W4_L2CA_ 

CotmectRsp State 
Ill 

Conjig State 

Ill 

W4_L1CA 
Dlsconnec/Rsp 
II 

Closed Stt1te 



Once the oven is turned OFF, the corresponding state would be conveyed to the 

slaves through the (already established) physical link (from the oven) so that the 

transmission power-levels can be brought to normal values. Also, the master (oven) can 

excuse itself and get released from the scattemet. The detail on the signaling from Fig. 

3.5 is shown in Fig. 3.6 

The aforesaid scheme as logically portrayed in Fig. 3.5 is fully consistent with the 

Bluetooth™ specifications and protocol stack [3.6] shown in Fig. 3.7. 

0 Bluetooth-

Server 
Client 

I 

Master 
Host Controller 

.. db 

l "~'" "' . 
" ' ,- . 

Slave 

Fig. 3.7: Bluetooth™ protocol stack 
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3.4.2 Power-control methods 

In order to implement the above strategy, the power-control methods in Bluetooth™ 

that exist already in the marketed devices can be used without resorting to any new 

techniques. Such power-control methods, in general, refer to either a monotonic step-by

step (discrete) up-down technique or a continuous power-control through linear ranging 

of current-operated (amplifier) circuitry. 

The power-control command from the oven can be used for optimizing the power 

consumption and overall interference level. The devices equipped with power-control 

capability can optimize the output power through a command in the link LMP (See Fig. 

3.5 and 3.6). Normally, this is done by measuring the RSSI and report back whether the 

power should be increased or decreased. The strategy indicated in Fig. 3.5, emulates the 

relevant RSSI condition via the command received from the "master" (oven) to 

implement the power boost or decrease conditions. On the hardware side, the power

control refers to addressing the voltage regulator of the device appropriately or 

performing a linear analog control on a power amplifier. 

3.5 Concluding Remarks 

The operation of Bluetooth™ devices and a microwave-oven in the same premises 

could lead to EMI problems arising from the leakage of microwave energy form the 

oven. Indicated in this chapter is, therefore, a plausible means of mitigating such EMI 

influences by making microwave-ovens bluetooth-enabled. With the prevailing trend of 

decreasing cost of Bluetooth™ devices, mounting such devices as a part of microwave

oven may not conceivably expensive. On the other hand, it can provide a robust and 

effective coexistence of microwave-ovens and Bluetooth ™ devices. Relevant 
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opemtional considerations, specification compatibility and implementation feasibilities 

are quite evident from the details presented here. [3. 7] 
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CHAPTER4 

PERFORMANCE ASPECTS OF BLUETOOTHTM TRANSMISSIONS 
IN THE EMI AMBIENTS 

A systematic analysis is presented to calculate the packet-loss probability 
in the Bluetooth ™ transmissions impaired by the leakage (unintentional 
emission) of microwave energy (around 2.45 GHz) from an oven. The 
effects of food-load type of oven (turn-table version or stirrer facilitated), 
and the AC power adopted (220V/50Hz or lJOV/60Hz) on the relevant 
performance impairments are determined Simulation studies on 
Bluetooth ™ communications consistent with the available details 
pertinent to microwave leakage are presented; and relevant conclusions 
on the interference involved are elucidated 

4.1 Introduction 

As indicated in the previous chapter, a major implication in the deployment of 

Bluetooth ™ transmissions is the EMI that could arise as a result of microwave leakage 

from the ovens operating in the vicinity of active Bluetooth-enabled devices [4.1]. 

Addressed here is an analysis to evaluate the relevant impairments to the wireless 

transmissions involved and to deduce the loss in throughput efficiency that an operating 

Bluetooth ™ system may suffer as a result of unintentional microwave leakage from an 

oven operating in the same locale. 

Consistent with the ''connect-without-wire" concept, as discussed in the last chapter, 

the Bluetooth™ technology allows any electronic appliance to communicate with other(s) 

via 2.4 GHz ISM radio-frequency (RF) band over a short range. By sharing a channel by 

two or more Bluetooth-enable devices, a piconet is cofounded in which one device acts as 

105 



the master and other unit(s) serve as slave(s). The associated transmissions c::ould be 

either point-to-point basis (when only two Bluetooth™ units are involved) or point-to

multipoint connection (if more than 2 Bluetooth™ units participate). Further, a topology 

of multiple piconets with overlapping (coverage) areas without interfering to each_ other is 

also possible and it constitutes a scattemet see (Fig 3.3). 

The operation in these Bluetooth™ network configurations is based on the fre:quency

hopping technique, which assigns a unique sequence for each piconet. In order to o<;ombat, 

the interference from any neighboring piconet, a frequency hop-selection is adopted. That 

is, a set of (random) carrier frequencies are selected (in the assigned band), 4D.d the 

transmission of packets are supported on these frequencies, hopped randomly Eor each 

transmission. The pattern of frequency hopping is calculated using the address _p.ertinent 

to the master. (This ensures only one unit being the master for each piconet, andi clocks 

the transmission events.) There are 10 frequency sequences- five for the 79-hop- system 

(used in the United States, Europe and most of other countries) and five for the 23-hop 

system (used in Japan, Spain and France, these countries, however, are expected tr-<> adopt 

the 79-hop system in near future). The selection scheme consists of two parts: (i) 

Selecting a sequence and (ii) mapping this sequence on the hop frequencies. The general 

bock diagram ofthe hop-selection scheme is shown in Fig. 4.1, where the mapping from 

the input to a particular hop frequency is performed in the selection box. 
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Fig 4.1: Hop selection scheme based on Master's address 

The prescribed hop rate is 1600 hop/second so that the duration spanning each hop is 

625 J.I.S. In this time period, the bit-data are transmitted with the corresponding sequence 

of channels adopted being in pseudorandom form. Both transmitter and receiver use the 

same pseudo code to tune into the sequence of channels clocked to synchronization. 

A typical block diagram of a Bluetooth ™ radio using frequency-hopping and GFSK 

modulation is illustrated in Fig. 4.2. 

Binary Data 

(a) Gaussian Filter 
79/23 mode 

Hop frequency 
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(b) 

Fig. 4.2: 

Spread Spectrum 
Signal 

79/23 mode 

(a) Bluetooth™ radio transmitter 
(b) Bluetooth™ radio receiver 

In transmission made, the binary data are fed into a modulator that uses the GFSK 

scheme. The resulting modulation is centered around some base frequency. Next, the 

selected frequency from the hop-selection box is modulated with the output signal from 

the GFSK modulator so as to shift the signal to be centered around the selected hop 

frequency. On the receiver side, the frequency-hopped spread-spectrum signal is pre-

demodulated using the same hop-frequency used at the transmitter and then subjected to 

BFSK demodulation. Hence, the binary data is recovered at the final output. 

4.2 Microwave Leakage versus Bluetooth™ Transmissions: Analysis 

Fig. 4.3 :Master-to-slave Bluetooth ™ transmissions with possible EMI caused by 
microwave leakage from an oven prevailing in the vicinity 
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Consider the designated time-slots (of 625 J.LS each) assigned for the Bluetooth ™ 

transmission from the master-to-the-slave. These slots may accommodate three types of 

packets, (namely, 1 time-slot packet, 3 time-slots packet, or 5 time-slots packet). Each 

packet is set to begin at the instant corresponding to the beginning of even time-slots in 

the master-to-slave link; and, whenever a packet is sent, it uses the same frequency-

hopping channel over its entire duration. The possible occupancy scheme of packets 

across the designated (even) time-slots is illustrated in Fig. 4.4. (In a similar manner, the 

odd time-slots are occupied by the packets in the reverse transmissions from the slave-to-

master.) 

(a) 
f{k) f{k+l) f(k+2) 

Frequency hopping channels 

(b) 77 - - -
MHz 2402 2403 2404 2405 ------------------------- 2479 24RO 

Fig. 4.4: (a) Even time-slot occupancy scheme for packets in master-to-slave 
Bluetooth™ transmission 

24Rl 

Channel 
Number 

(b) Hopped frequency range and the corresponding channel numbers 
accommodating the packets in the Bluetooth ™ transmission considered 
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In reference to Fig. 4.4(b), the frequency-hopping channel supporting a given packet 

is specified by the address ofthe master in the piconet (ULAP: Upper & Lower Address 

Part) and by the current time-slot position accommodating the packet. This channel is 

further identified by its designated number ranging from 0 to 78 (2402 to 2481 MHz), as 

per the Bluetooth Core Specification VLOB. Each of this hopping channel has a 

bandwidth equal to 1 MHz and frequency-hopping is set at 1600 hops/s; (hence, the time-

slot width is equal to 111600 = 625~J,s as mentioned earlier). 

Now, the effect of an encroaching microwave radiation (arising from unintentional 

leakage from an oven) on the master-to-slave Bluetooth ™ communications under 

discussion (Fig. 4.5) can be considered. 

Frequency hopping channels susceptible to EMI 
..,.,,.....____ from the microwave oven ---1111-\~ 

• • • I ,.1"1"1 36 37 
• • • 

0 

• • • 

2402 2439 2440 245R 2459 2461 

I Iii 
Residential turntable version of microwave oven 

78f 

24RI 

MHz 

Fig. 4.5: Microwave leakage from an oven with a spectral range that could render 
frequency-hopped channels of Bluetooth ™ communication susceptible to EMI 
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Fig. 4.6: Measured microwave leakage spectra from a turntable oven under different 
load conditions[ 4.2] 
(a) Empty load; (b) popcorn popping load; and (c) cup of water 
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Fig.4.7: Measured microwave leakage spectra from a stirrer oven under different load 
conditions[4.2] (a) Empty load; and (b) popcorn popping load 

The magnetron tube used in a microwave oven does not emit (microwave) energy 

continuously all the time during the power-on state. The active period for the magnetron 

is around 8 ms out of20 ms main-power cycle at 50 Hz and 16 ms for 60 Hz AC supply. 

In other words, the microwave energy available from the magnetron for heating the food 

in the oven is of pulsating nature. (See Fig.4.8). This pulsation could also be of half-

wave or of full-wave rectified form. [4.2,4.3]. 
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Fig. 4.8: Pulsating nature of microwave field within an oven [4.2] 

4.3 Simulation Studies: Results and Discussion 

Consistent with the details on Bluetooth™ transmission of packets via hopped 

frequency channels indicated above and in view of possible invasion of microwave 

energy from the ovens on such transmissions, it is attempted here to calculate the packet-

loss probability in a Bluetooth™ communication link. 

This communication channel refers to master-to-slave simplex transmission 

illustrated in Fig. 4.4a (The analysis can be identical for the reverse channel, (from slave-

to-master) without any loss of generality). The model of packets specified through the 

designated time-slots and possible encroachment of microwave energy on the hopped 

frequency (used by the Bluetooth™) refer to the illustration in Fig. 4.4b. The modeling 

done and simulation carried out thereof are based on the following approach: The 

occurrence of a packet (of duration over the permissible time-slots) is assumed to be of 
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Poisson process and the hopped-frequency sequence supporting the packets is specified 

by a pseudo-random scheme (following the Bluetooth™ specifications). 

Suppose, the hopped-frequency channel supporting a packet falls in the spectral range 

coinciding with the spectral characteristics of the microwave leakage from the oven. 

Then, the interference is presumed to have occurred. In such situations, there are two 

cases that could be specified: The first one refers to the possibility that the interfering 

(leakage) energy is sufficiently large enough to cause uncorrectable bit errors in the 

packet, so that the entire packet would be dropped. In the second case, it is assumed that 

the signal energy to interference ratio is not significant and/or a forward error correction 

mechanism corrects the bit errors that occurred so that the packet-loss is presumably not 

to have taken place. The first case would lead to a finite packet (blocking) loss 

probability. Presently, via simulations performed using the statistics that describe the 

occurrence of packet events, details in hopped-frequency channels and random events of 

coincidence of such channels with the microwave leakage spectrum, the finite-packet loss 

probability is estimated. The relevant details are as follows: 

4.3.1 Simulation data 

• Details on the transmitted packets 

Transmission: Master-to-slave 

Number of packets used: 10,000 

The occurrence of the packets refers to same probability distribution for all the 
three types ofpackets corresponding to 1, 3, or 5 time-slots 

The time-interval between successive packets is assumed to be of exponential 
distribution with a mean value 625 J..LS. (This ensures a Poisson arrival process 
depicting the statistics occurrence of such packets) 
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• Frequency-hopping: 

Intially OxOOOOOOOO is assigned for the Master address (ULAP) 

The clock is set to start at OxOOOOO 10 

The process is assumed to be in the connection state 

• Leakage from the microwave oven interfering with the Bluetooth ™ communication: 

Microwave oven uses 50 (or 60) Hz cycle power system, so that ratio between 
active cycle and whole period is around 8/20 (or 8116 respectively) 

The microwave oven has either a turntable or a stirrer-facilitated support for 
food-loads. 

The food-loads could be of different types: For example, water in a cup, pop
com popping in a pouch and no food-load (empty oven) 

The duration of the power-on state of the oven would cover the entire set of 
simulation packets considerated; that is, all the 10,000 simulation packets are 
assumed to be influenced by the interference from the microwave oven. 

The microwave leakage from the oven, when occurs, is sufficiently strong 
enough to cause interference on the Bluetooth™ transmission so that the 
entire packet will be dropped if the packet is in its active time and frequency 
range coinciding the time/frequency encroachment of the interfering EMI 
from the oven. 

The spectra of microwave leakage correspond to those indicated in Fig.4.6 
and 4.7 [4.2] 

4.3.2 Simulation results 

Presented in Tables 4.l(a) and 4.l(b) are computed results performed with the data 

indicated above. The simulations were done with MA TLAB™. The ensemble of 

computations carried out refers to simulations depicted as A, B, and C. The results of 

simulation cover two distinct types of ovens and food-load conditions. From the 

simulated results, the following interference can be made. 
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• As indicated in [4.2], the type of food-load decides selective spectral characteristics 

of the microwave leakage from the oven. Broader the spectral-span of such emissions, 

more is the susceptibility of Bluetooth™ transmissions to the EMI involved. For 

example, water-load poses a wide spectral range in the leakage observed. Hence, the 

corresponding packet-loss probability is high. 

• The type of oven also decides the extent of packet-loss in the Bluetooth™ facing the 

interference under discussion. Compared to a tum-table facilitated oven, the one with 

an inside stirrer that deflects the microwave energy (so as to keep the EM energy 

confined within the oven-interior), causes blank windows in the leakage spectrum. 

(This is because, the deflected energy within the oven promotes the scope for 

repeated dielectric absorption by the food; and, dielectric absorption is, in general 

frequency-selective.) Hence, the correlation or the coincidence of the relevant leakage 

energy and hopped frequencies of the channels supporting the packets is reduced. As 

a result, the packet-loss probability is low. 

• The third feature refers to the pulsating nature of microwave energy generated by the 

oven. The pulsating rate is decided by the power-frequency of the AC mains. 

Relevance differences are indicated in Tables 4.l(a) and 4.l(b) for 50 Hz and 60Hz 

AC supply. 
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AC 
supply 

50 Hz! 

220V 

60Hz/ 

liOV 

Table 4.1(a): Simulated results in average frame error rate (FER) 
(Microwave oven: Type -Turntable facilitated) 

Food- Frequency- Frame error rate (FER) 
load window(M) of Simulation Simulation Simulatior 

interference on A B c 
the channel : 
MGHz/Ch.# 

Empty (2.438-2.460) or 0.1091 O.IIIO 0.1116 
Ch.36-Ch.57 

Popcorn (2.425-2.445) 0.1028 0.0999 0.1070 
on 

Ch.23-Ch.42 

Water (2.412-2.475) 0.3204 0.3240 0.3331 
on 

Ch.1 0-Ch. 73 

Empty (2.438-2.460) 0.1362 0.1362 0.1286 
on 

Ch.36-Ch.57 

Popcorn (2.425-2.445) Oil 0.1217 0.1202 0.1265 
Ch.23-Ch.42 

Water (2.412-2.475) or 0.3788 0.3861 0.3915 
Ch.1 0-Ch. 73 
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0.1106 

0.1032 

0.3258 

0.1337 

0.1228 

0.3855 



AC 
supplJ 

50 Hz/ 

220V 

60Hz! 

llOV 

Table 4.1(b): Simulated reS..Uts in average frame error rate (FER) 
(Microwave ovem: Type- Stirrer facilitated) 

Food- Frequency- Frame error rate (FER) 
load window (M) of 

interference on S-imulation Simulation Simulation 
the channel : A B c 
MGHz/Ch.# 

Empty (2.435-2.453) on 0.1484 0.1445 0.1451 
Ch.33-Ch.50 

(2.460-2.470) on 
Ch.58-Ch.67 

Popcorn (2.438-2.466) 0.1447 0.1424 0.1404 
on 

Ch.36-Ch.63 

Empty (2.435-2.453) 0.1670 0.1628 0.1729 
on 

Ch.33-Ch.50 

(2.460-2.4 70) 
on 

Ch.58-Ch.67 

Popcorn (2.438-2.466) on 0.1728 0.1699 0.1753 
Ch.36-Ch.63 

4.3.3 Power level ofmicrowave leakage wersus FER probability 

Average 
FER 

0.1460 

0.1425 

0.1676 

0.1727 

In the analysis as above, it was presl!lffied that the power level of microwave leakage 

is significantly large enough to cause an_ interference that would cause uncorrectable bit 

errors leading to a packet be dropped. This is rather a worst-case situation. In practice, 

due to mobility or otherwise, the microw:ave oven may be dispositioned with reference to 
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the communicating Bluetooth ™ units such tha~ the corresponding interference level on 

the Bluetooth™ communication would dictate a specific extent of BER. On the basis of 

acceptability of this BER and/or subsequent corrective measures undertaken, a decision 

on whether a packet should be dropped or not will be considered. That is, the FER 

probability ascertained in the previous section should be weighed by a relevant decision 

factor. 

This decision factor as indicated above, would depend on the extent of BER, which in 

turn is specified by the Ei/No ratio, where Eb is the signal energy and No is the noise 

power due to interference. 

A simulation was performed with MA TLAB tooL It allows the GFSK filtering and 

permits the calculation ofEt/No versus BER as detailed in section 4.3.4. 

The true FER would correspond to weighting the simulated values (Table 4.1a and 

4.1b) by a BER or Et/No specified factor that can be deduced from the result of Fig. 4.11. 

This factor implicitly specifies the distance of the oven form the communicating 

Bluetooth ™ units. 

4.3.4 Error probability for GFSK 

Due to the Bluetooth™ radio chip uses the GFSK modulation with modulation index 

between 0.28 and 0.35 for balancing the effect of in-band interference between bit ••o" 

and bit "1" and 0.5 WT 8 factor on gaussian filter. The GFSK is almost similar to FSK 

modulation. The differences, however, between the two lie in the implementation 

considerations. The GFSK modulator is identical to a FSK modulator except that, before 

the baseband pulse goes into the FSK modulator, it is passed through a Gaussian filter. 

This makes the pulse shaped so as to limit its spectral width. Desirably, this pulse-
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shaping filter should satisfY the following properties: Frequency responses with narrow 

bandwidth and sharp cutoff characteristics, which would suppress the high-frequency 

components of the transmitted signal; and, an impulse response with relatively low 

overshoot to avoid excessive deviations in the instantaneous frequency of the FM signal. 

Hence the response g(t) of this filter is specified by a Gaussian transfer function. In 

reference to a rectangular pulse of unit amplitude and duration T b (centered on the 

origin), g(t) is given by: [4.4] 

g(t)=_!_[erfi:(" u-WTh(~-_!_JJ-erfi:(" u-WTb(~+_!_JJJ (4.1) 
2 v~· Th 2 v~· Tb 2 
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Fig. 4.9: Frequency-shaping pulse g(t) from equation 4.1 for varying WT b 
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In essence, this pulse response enables a frequency shaping of a rectangular pulse at 

the GMSK modulator, with the (dimensionless) time-bandwidth product WT b playing the 

role of a design parameter; as illustrated in Fig. 4.9. 

From Fig.4.9, it can be observed that a rectangular through a gaussian fllter spreads 

out so that the bit duration time (-Tt/2 to Tt/2), meaning that the bit energy bounded 

between -T t/2 to T t/2, spreads out of that specified bound. Hence, while determining the 

signal energy, the signal should be limited the time boundary as necessary. A degradation 

factor (v) can be dermed as the ratio between the energy from output gaussian filter 

between -Tt/2 to Tt/2 and the original bit energy ofthe rectangular pulse, as follows: 

T,/2 

fg(t) dt 
V= -T,/2 

Eb/No 
(4.2) 

As indicated before, WT b being a key parameter for a Gaussian filter, the degradation 

factor can be specified in terms of WT b· Shown in Fig. 4.1 0, is the variation of v as a 

function of WT b· 
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Fig. 4.10: Degradation factor (v) in Equation 4.2 with varying WTb 

To find the bit error probability in reference to GFSK scheme, the general form of 

BER (P e) developed for FSK [ 4.5] can now be modified as follows: 

(4.3) 

function; and, Io(a,b): Modified Bessel function of order zero. 
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Fig. 4.11: Probability of bit error for noncoherent detection FSK in Equation 4.3 

The proofofEqn.(4.3) is as follows: 

As indicated by Proakis [4.5], with a modulation index equal to 1 and WTb ~ oo, the 

BER cPe) corresponding to the traditional FSK is given by: .!_exp[-(Eh/NJ/2]. Now, 
2 

substituting WTb ~ oo (or v =1), h = 1 (or IPI = 0), a= 0 and b = ~Eb/No in Eqn(4.3 ), 
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the result in that Q(O,b) = e-h
2

/
2 and I(O) = 1. Therefore, Eqn(4.3) reduces to, 

4.4 Frame Error Rate in ACL Packets of Bluetooth™ Transmissions 

There are seven kinds of packets as initiated in Table 4.2. 

Table 4.2: ACL packets 

Type User Payload Maximum overall packet size FEC CRC 
Payload header (Bits) (16 bits) 
(Bytes) 

DM1 0-17 1 ((l7+1)x8+16) x3/2 = 240 2i3 Yes 

DH1 0-27 1 (27+1) x8 + 16 = 240 No Yes 

DM3 0-121 2 ((121+2) x8+16) x3/2 =1SOO 2/3 Yes 

DH3 0-183 2 (183+2) x8+16 = 1496 No Yes 

OMS 0-224 2 ((224+2) x8+16) x3/2 =2736 2/3 Yes 

DRS 0-339 2 (339+2) x8+16 = 2744 No Yes 

AUX1 0-29 1 (29+1) x8 = 240 No No 

In reference to AUX1 packet, there are no FEC and CRC; it means that no error 

correction and/or detection facilitated. Therefore, the whole packet may fail when any 

single bit error occurs in the packet. For DHl, DH3, DHS, the 16 CRC bits are included 

the packet. But these CRC bits enable as error checking only through ARQ scheme, and 

do not offer error correction. Consequently, both AUX and DH packets do not have the 
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capability for error correction. Hence, such packets will be discarded, whenever a single 

error bit occurs. The corresponding packet error probability is specified in terms of 

(4.4) 

Pe (=Probability of bit error rate) and n (=number ofbit in a AUX:l or DH packet) 
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Fig. 4.12: Frame error rate in various kind ofpacket at BTb= 0.5, and h = 0.28 
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Fig. 4.13: Frame error rate in various kind of packet at BTb = 0.5, and h = 0.32 

fn reference to a DM packet, the information payload plus CRC bits are coded with a 

rate 2/3 FEC, which adds 5 parity bits to every 10 bit segment codeword. This code can 

correct all the single errors in each codeword. Since the encoder operates with 

information segments of length 10, tail bits with value zero may have to be appended 
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after the CRC bit_ The total number of bits to be encodecL (that is, payload header, user 

data, CRC, and tail bits) must be a multiple of 10. 

DMpacket 

L...____ 1 0+5 bits :1• 1 0+5 bit~ 
r-codeword Codeword 

#1 #2 

Fig. 4.14: DM packet format 

1+-11 0+5 bit~ 
Codeword 

#rn 

The probability of error in such DM packets with each code word having the 

correction capability to correct the single error, is given by: 

(4.5) 

where P e is the probability of bit error rate, and P c is probability of codeword error rate 

The corresponding probability of packet error rate is given by: 

(4.6) 

with m being the number of codeword in a packet. 
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Fig. 4.15: DM Frame error rate VS Et/N0 ofBluetooth radio specification at 
(a) modulation index of0.28 and (b) at modulation index of0.32 
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At this poin4 there are two FERs can be considered: One due to the packet 

hopping in the frequency range with a coincidence in time on microwave oven leakage 

and the other arising from the considerating relevant to Ei/N0 of GFSK. Consequently, 

the actual FER corresponding to Bluetooth packet interfered by the microwave oven is 

FERactual = FER.aFsKX FERrrequency-hopping superimposed by polar hop ( 4. 7) 

0 

10 ~ ----~-, -------------,--~-----·-----

[ 

L 

~ 
-41 

10 L~--
12 14 

___ , __ ···-- ---
16 18 

EIN 
b 0 

20 22 

Fig. 4.16:Frame error rate on DHl, AUX:l Bluetooth™ packet with BTb = 0.5 and 
modulation index = 0.32 interfering by microwave oven operating at 60Hzlll Ov 
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1~~-----------,--------------,------------.-------------,-----------~ 

Fig. 4.17:Frame error rate en DMl Bluetooth™ packet with BTb = 0.5 and modulation 
index= 0.32 interfering by Microwave oven operating at 60Hz/110v 

4.5 Concluding Remarks 

Indicated in this chapter, the mode of possible interaction between EMI and 

Bluetooth™ transmissions. Assuming such EMI emerges from ISM band, namely 2.45 

GHz and its spectral emission characteristics coincide with the hopped frequencies of 

CDMA transmissions of the Bluetooth™ communications, the resulting packet-loss in 

l29 



derived. Considerations of GFSK modulation adopted are duly taken into account. No 

comparable study has been addressed in respect to the Bluetooth ™ systems, through 

some studies have been directed at wireless LAN versus microwave oven leakage [4.3]. 

Besides Bluetooth™ technology, other wireless communications systems operating in 

2.4 GHz such as wireless LAN (IEEE 802.11) may also be prone to interference due to 

the leakage from microwave-ovens. Also the wireless LAN, configuration (that uses 

either direct sequence or frequency hopping for COMA purposes) could itself be a 

significant interference source for Bluetooth™ system. In short, by brute-forcing a 

coexistence, the Bluetooth ™ and the wireless LAN may pose as interference sources to 

each other. Consequently, the performance of Bluetooth™ operating in the same 

environment with wireless LAN and/or microwave ovens becomes a topic of concern in 

wireless telecommunication that warrants further studies. 
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CHAPTERS 

INFORMATION-THEORETIC ASPECTS OF PACKET DELAY IN CELLULAR 
DIGITAL PACKET DATA TRANSMISSIONS 

Internetworking and wireless communications have been judiciously 
united via Cellular Digital Packet Data (CDPD) networks. The present 
study offers an infOrmation-theoretic method to estimate a set of 
performance indices of CDP D systems. The approach envisaged here is 
based on representing the voice traffic (which has priority over the data 
traffic in accessing all the channels) and the CDPD traffic (susceptible to 
be preempted by voice) as the processor-sharing queuing systems 
pertinent to a dual-access environment. The scope of the proposed study is 
to decide optimal number of CDP D channels be deployed in land mobile 
radio cellular systems (such as AMPS) so as to realize a set of desirable 
performance characteristics. 

5.1 Introduction 

As indicated in chapter 2, cellular digital packet data (CDPD) networks have been 

developed as overlay strategies upon the conventional 800 MHz analog cellular system 

(Advanced Mobile Phone System - AMPS) [5.1]. CDPD is intended to searnlessly 

support network applications based on Internet Protocol (IP) via existing wireless cellular 

phone systems. It offers native support of Transmission Control Protocol/Internet 

Protocol (TCPIIP) as well as the Connection Less Network Protocol (CLNP). Further, it 

has become a cost-effective option for applications, which send and receive moderate 

extent of data, inasmuch as, the associated tariff is based on "pay-by-the packet or byte" 

rather than by connection-time involved. 
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Essentially, in CDPD implementation, the voice and data traffics share a set of 

wireless channels. Network planners, normally configure to RF channels used by the 

CDPD traffic either as dedicated, or omnidirectonal overlays or as channel hopping type 

in reference to a cellular base-station handling the CDPD traffic. In the dedicated version, 

one or more 30kHz channels are dedicated to CDPD traffic in each sector of the cell site. 

As an alternative, each cell may broadcast an omnidirectional CDPD traffic overlaid on a 

sectorized AMPS celL The third strategy involves, certain CDPD channels allotted to 

each AMPS sector, but CDPD attempts to share 30 kHz channels with AMPS calls 

(where AMPS telephone calls have priority over the data traffic); that is, when a CDPD 

has occupied a channel and it is to be preempted by voice, the CDPD will be shifted to 

another channeL This hopping can either be forced or it can be planned. 

Suppose there are a channels are available on a sectorized AMPS calL The voice 

traffic has access to all a channels. Among these a channels, the data traffic has access 

not more than 13 channels with 13 <a. The voice has priority in accessing any one of the a 

channels over data traffic. Hence, in order to avoid interference with the voice traffic, the 

CDPD traffic is subjected to hopping from a CDPD channel about to be preempted by 

voice. 

In the operational point of view, there are four statistical processes involved in the 

CDPD system. The first one refers to the arrival statistics of voice traffic. The second is 

the arrival statistics of data traffic. The third statistics is concerned with the service 

rendered to the voice traffic on priority basis; and lastly, the fourth statistics can be 
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attributed to random hopping (either forced or planned) facilitated when a CDPD channel 

is required to be preempted by voice. 

In addition to the statistical considerations indicated above, the mobility of the end

system of a CDPD network would introduce topological randomness in respect of the 

mobile data handling base-station versus the roaming end-system. Further, both voice and 

data traffics are susceptible to significant bit errors in the physical layer of wireless 

transmission as a result of fading and channel impairments. Corresponding randomness 

specifies additional statistical attributes to CDPD services. 

When operating in the channel-hopping mode, the mobile data base-station borrows 

an idle AMPS channel to transfer data to and from the mobile end-systems as mentioned 

earlier. That is, contention of data transmission with the AMPS network for RF channels 

triggers channel-hopping. However, when no channel is available to move a CDPD 

traffic preempted by voice, the CDPD would suffer a "black out" until an AMPS channel 

becomes available. Hence, operating in this parasitic mode may not guarantee that a 

mobile data base-station will be able to find an idle AMPS channel, especially in sectors 

with heavy AMPS call-loads. 

Frequent channel-hopping and black-outs would adversely affect the performance of 

CDPD network. The number of AMPS calls (that is, the calls which originate in the 

sector and/or calls that are handed off to a sector), fraction of such calls given to each 

channel, number of AMPS channels, the length of time an AMPS call holds on to an 

AMPS channel (holding time) and the probability that CDPD traffic is blocked due to 

133 



non-availability of a channel) are the parameters, which largely decide the CDPD 

network performance. 

The relevant metrics of performance of CDPD system are as follows: The data 

throughput (in bytes/sec), seize delay (Ts) (defined as the delay from the time a mobile 

end-system seizes a channel until the next-time it seizes the same channel), delay in 

processing the arriving data packets to access a channel, probability of packet-loss caused 

as a result of non-availability of free CDPD channels (black-out condition), blocking 

probability, average length of time an AMPS channel is idle, mean-length of black-out 

period (Tbo) and active periods (Ta) ofCDPD channels under different extents of blocking 

probability and holding time of AMPS calls. 

Concepts of queuing theory have been utilized in the existing efforts [5.2] to evaluate 

CDPD network performance. Essentially, the related efforts evaluate the performance 

metrics and suggest optional extents of dedicated and/or channel hopping to realize 

desirable performance indices. 

The present study is aimed at similar objectives namely, evaluation of CDPD network 

performance and prescribing optimal resource allocations via balancing the voice and 

data traffics across the wireless system. The relevant efforts however, rely on 

information-theoretic considerations [5.3] in lieu of queuing-theoretic approach. The 

underlying basis behind the information-theoretic aspects of data and voice (representing 

dual classes of traffics) being handled by the data-handling base-station refer to a 

multiaccess processor-sharing system [5.2]. The processor here corresponds to the data

handling base-station. Its multiaccess refers to its accessibility to the dual information-

134 



bearing traffics, namely, voice and data The incoming data is queued at the processor to 

be served. Such a queued service is warranted due to the service-priority enjoyed by the 

AMPS calls; and waiting in the queue by the data is the black-out condition and decides 

the delay in service suffered by the data as a result of blocking statistics involved. 

Further, the holding time of the AMPS calls corresponds to a waiting in queue delay 

ofthe data caused by the holding statistics of the AMPS. 

The processor has another function to perform. It shuttles the data from a channel 

(being preempted by voice) to another free channel if available. This service is again 

rendered at a specific (average) rate and is dictated by the statistics of AMPS traffic 

loads. 

In view of the above considerations a heuristic model depicting the salient operational 

features ofthe CDPD system can be developed as follows: 
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5.1.1 System model 

M_ES 

Making available of a free J~ 
AMPS channel to data 

Hopping a data when 
preempted by voice 

! Availability of unused air 

[

, time by the AMPS channel 

Becoming aware of a channel 
being preempted by voice 

Fig.5.1 Data overlay on analog cellular via utilizing unused bandwidth in the AMPS 
system and by sharing the cell-site hardware at a Mobile Data Base-Station 
(MDBS) 

In reference to Fig.5.1 depicting the functional attributes of a MDBS, the 

corresponding build up of a queue of data traffic and service rendered by the MDBS 

(server) can be illustrated as shown in Fig. 5.2. 
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A : Accessibility of all the a. channels to voice packets on priority basis 
B : Accessibility of a free channel ( ith channel) to a head-of-line (HOL) data gacket 
C: Hopping of packets on mth channel being preempted by voice to a free ( k ) channel 
D : Queuing of data packets (using a buffer) and process them on first-in-first-out (FIFO) 

basis 

Fig. 5.2: MDBS as a dual access processor 

With the notations and service profile of the MDBS processor shown in Fig. 3.2, the 

following functional parameters can be defined: 

• Mean arrival rate ofvoice packets 

• Mean arrival rate of data packets 

• Probability of accessibility of a free 
channel to the priority (voice) traffic 

• Probability of accessibility of a free 
(ith) channel to the HOL CDPD traffic 
located in buffer 
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• Probability of accessibility of a free 
(kth) channel to a CDPD traffic on the 
mth channel being preempted by voice 

• Number of AMPS channels 

• Average length of duration of an AMPS 
call per channel (Holding time) 

• Probability of nonaccessibility of an 
AMPS channel to the data traffic 
(Blocking probability) 

• Black-out (stretch of non availability of 
a free channel condition) probability 

• Probability of data packet-loss due to 
black-out 

• Mean time of an AMPS channel being 
idle 

• Mean length of black-out period 

• Mean length of active period of the data 
traffic 

• Mean rate of hopping neccessiated 

• Mean time- difference (delay) that a 
mobile end-system accesses the ith channel 
until it seizes the same ith channel next 
time (Seize delay) 

• Data throughput 

• Voice throughput 
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In reference to the MDBS dual access processor illustrated in Fig.5.2, the voice 

(AMPS) calls are made avail of all the ex: channels, either directing them to a free channel 

( if available) or to a channel where the data transmission is hopped out. 

Let the total period of transmission observed is T5 • Out of this, Tv be the average time 

of occupation by each call of the high-priority voice traffic; and T 0 is the corresponding 

time of low-priority data traffic, so that Tv+ T 0 = T 

Let Nv and No be the average number of packets per call of voice and data traffic 

respectively handled in T5 • That is, A.v Tv = N v Voice packets/call; and, A.o T o=N o Data 

packets/call 

Further, the service times associated with MDBS for voice and data traffics are 

respectively, T vs and T os- The MDBS serves the voice traffic for a period T vs or less if 

the buffer empties earlier. Similarly, it serves the data traffic for a period T os or less if the 

queue cleans off at the buffer. Hence, T vs > 0 and T os > 0 represent the offer bounds on 

the service times. 

In CDPD, the service-delay at the MDBS for the traffic can be assumed to be zero. 

That is , T vs ~ 0 in asmuchas, the number of incoming voice calls (a) is equal to or less 

than the available AMPS channels, a. That is, (a <a). 

The data traffic is, however, serviced onto the AMPS channels only as a second 

priority (to voice traffic) only after sensing the availability of free AMPS channels. 

Suppose b is the number of data calls. Considering the MDBS as a multiaccess system, 
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the finite service time T os experienced by the data calls can be determined on the basis of 

information-theoretic considerations as indicated in the following section. 

5.2 Information-Theoretic Evaluation ofT os 

Suppose there is an information-impairment ofcjl(b) resolved per unit time that results 

from the losses (due to black-out) of b data calls. Let this information-loss be shared by 

all the b calls being processed. Explicitly, cjl(b) is given by [5.4]: 

(5.1) 

where Bx is a call-erasure exponent, which can be related to call-blocking probability, Ps. 

The relevant relation can be specified as follows: 

(5.2) 

The steady-state distribution of information-impairment suffered by b calls at the 

MDBS due to finite P8 is given by : 

(5.3) 

where, 10 is the fractional extent of calls from data sources. Similarly, the fractional 

extent of voice calls lv. These fractional extents of calls can be explicitly specified as 

follows. 

* b where l 0 = ---
(a+b) 

lo =l~[N~o +Nv)J 

lv =([Ni'&o +Nv)J 

* a andlv =---
(a+b) 
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Further, cplt(:) in Eqn. (5.3)is given by: 

b 
q,1t(b)= n<I>(u) (55) 

u=l 

and, 
00 

K =1 + Ll.D/c!>1t(w) (5.6) 

w=l 
The expected value of data calls lost is, therefore, 

b 

EDL[b]= :LBP(B) (5.7) 
8=1 

Corresponding average information-loss resolved unit time in respond of b calls is 

given by: 

H(EoL)=ln[bEoL +1] nats per bandwidth (5.8) 

By Little's formula, the associated mean delay ~0 (equivalent of data calls blocked out 

and lost) is given by: 

~ D = N obE DL (b)/A. D sec (5.9) 

The above delay ~0, can be determined once the blocking probability (Ps) is known. 

The method of determining P8 will be indicated later. 

The queuing-theoretic model [5.3] of the mean delay suffered by the data calls at the 

MDBS is given by ~wi where i refers to the following conditions: (i =1) refers to light 

voice and light data conditions; (i = 2) denotes light voice and heavy data conditions; 

(i = 3) represents heavy voice and heavy data conditions; and (i = 4) stands for heavy 

voice and light data traffics. Relevant expressions for ~wi are given by : 
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.6,wl :::::: 0 (5.10a) 

8 =[ PvTv ]+[To J 
w1 (1- Pv) 2 

(5.10b) 

.6,w3 = (.6.w1 + .6,w4 )/2 (5.10c) 

8 =[ PoTo ]+[Tv J 
w4 (1- Po) 2 

(5.10d) 

where Pv = A.vrsv (utilization factor for voice calls), and po = A.o-rso (utilization factor for 

data call). Further, -rsv and -rso are the mean service times rendered over the mean packet 

duration of voice and data calls respectively. The service statistics is assumed to be 

exponential and the arrival process is taken as Poissonian. 

5.2.1 Derivation of blocking probability (Ps) 

The call-blocking in CDPD essentially, refers to the low priority data calls. The 

blocking of calls resulting from black-outs and eventual call-drops are decided by the 

statistics of AMPS calls disbursed out into a channels with first priority and by the 

random access of 13 channels facilitated to the data calls on second priority basis. To 

ascertain Pa, the system illustrated in Fig. 5.1 is drawn modified as shown in Fig. 5.3 
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Fig. 5.3: Retry strategy for data calls to get access on the AMPS channels 

Let Pr be the retry probability when there is no total black-out. Suppose Eo is the 

ratio between data and overall load in the period of transmission observed in T unit time. 

Eo= Nob 
Nob+ Nva 

l..oTob 
=----=;...,___;~--

=-----
1 + al..vTv 

bl..oTo 

1 
=---:---r------..-

l+al..v(T-To) 
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1 
-

1+ aA.y ( _I_-1) 
b/...n Tn 

1 
= 

1+ a/...v (b+a -1) 
b/...n b 

1 (5.11) = 
2 

1+ a A.v 
b2/...n 

In reference to the data traffic, the MDBS functions as a~ server in transferring the 

incoming data calls onto available channels such as availability refers to a maximum of~ 

channels (out of a AMPS channels ofthe system). The data call-blocking can be modeled 

as an extended Erlang-B process. The corresponding block load can be written as 

(5.12) 

where B is the Erlang-B function given by: 

(5.13) 

The corresponding probability of cell-loss due to blocking is given by [5.1]: 

B 
P = {1-P) 8 1- BP r 

r 

(5.14) 

The retry to get access into one of the ~ channels out of a AMPS channel is decided 

by the probability P r· This retry is successful where the probability P a of depicting that 
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the a voice calls availing of a. AMPS channels is less than Pb denoting the probability 

that b data calls availing of the f3 (<a.) AMPS channels. 

5.2.2 Pa and Pb in nonreservation scheme 

Now, P a and Pb can be determined as follows: In general, if a < a., the probability of 

a voice calls availing of a. AMPS channels is given by the hypergeometric distribution. 

That is, 

(5.15) 

Similarly, 

(5.16) 

(XJ x X! where, = cy = . 
y y!(x-y)! 

5.3 Simulation and Results 

5.3.1 Scope of simulation 

This simulation is scoped with non-reservation and no logic upset conditions. The 

non-reservation case is use for the model without reserving AMPS channel for data only. 

For the reservation case, we provide suggestion for the future study detailed in Chapter 8. 

On Chapter 6, the logic upset condition is added to study the effect for the CDPD 

performance. Under non-reservation and no logic upset conditions, this model refers to 

calculating the blocking probability (P6 ) from Eqn.(5.14) and the call-erasure exponent 

CBx) by using the following possible retry probability cPr) expression given by: 
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(5.17) 

where Pa and Pb are specified by Eqns.(5.15) and (5.16) respectively. 

Four different ratio sets namely {2.5, 4, 10, 20} between a and (3 channels are used in 

the simulation also. 

• Ratio # l : 2.5 ::::::> a = 15 and p = 6 

• Ratio #2: 4 ::::::> a = 20 and (3 = 5 

• Ratio #3: 10 ::::::> a = 40 and p = 4 

• Ratio #4: 20 ::::::> a= 60 and p = 3 

Further the arrival rate of voice packet (A.v) and data packet (A.o) are assumed as 6 and 

24 packets/s, respectively. 

The simulations were performed with MatLab™ (version 5.2) and the results are 

indicated in Figs. 5.4 through 5.19. The summary of formulas used (as derived in this 

chapter) are as follows: 

5.3.2 Summary of formulas 

1. Little's formula : mean delay 

t':!.o = NobEoJb) sec 
AD 

2. Average Information Loss 

H(E0J=ln[bE 0 L +1] 

3. The expected value of data call loss 

b 

EDL = 'LBP(B) 
0=1 

4. PDF of information-impairment 

nats per bandwidth 
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with, 

and, 

P(b)-[ I ]lb 
- Kcp1t(b) D 

b 
cp7t(b )=IT <I>(u) 

u=l 

5. The information impairment is 

cp(u)=uln~+[(u-l)+Bxt1 } 

6. 

7. 

1 
P =-exp(-B ) 

8 2 X 

PB = B (1-PJ 
1-BPr 

where B is the Erlang-B function, 

8. Eo is the ratio between data and overall load in the period oftransmission observed in 

T unit time 

9. Pr is the retry to get access into one of the 13 channels out of a. AMPS channel 

Pr = [1- Pa(l-Pb)] or 

= (1-Pa)Pb or 

= 0.5(1 +Pb-Pa) 
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Fig. 5.4: (i) Probability of a voice calls availing of a AMPS channels versus number 
of incoming voice calls a 
(ii) Probability of b data calls availing of J3 AMPS channels versus number of 
incoming data calls b 

(Data set: a= 15; J3 = 6; a!J3 =2.5) 
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The results on the simulation pertinent to blocking probability calculations, show the 

appropriate expression for the retry probability as: 

Prl = [1 - Pa(l - Pb)] 

Here, in the rest of the simulations, only the Bx: resulted from P rl is used to obtain the 

expected value of data call loss (E0 L), the average information loss (H), and Little's mean 

delay (.L\o). 

Conceptually, the blocking probability cPs) should increase whenever either the 

number of incoming voice calls (a) or the number of incoming data calls (b) increases. 

Consequently, only P rl is seen compatible to provide Ps over the full range of b and some 

part of a (from a= 1 to a- 213). However, for a small ratio of (a/13), (such as 2.5), the 

value of a can extend a little bit more than (a - 213 ). In the relevant computations, the 

graphs of Ps vesus a for different b values show points of inflexion. Such points of 

inflexion are indicated below: 

Ratio ( all3) = 2.5 Inflex point at a= 5 from a= 15, 13 = 6 

Ratio (a/13) = 4 Inflex point at a = 10 from a = 20, 13 = 5 

Ratio (a/13) = 10 Inflex point at a = 32 from a= 40, 13 = 4 

Ratio ( a/13) = 20 Inflex point at a = 54 from a = 60, 13 = 3 

The probability of voice call (P a) falls down with further increase in a from the point 

of inflexion and onwards as a result of decreasing blocking probability cPs). 

Considering the expected value of data call loss (E0 L), the average information loss 

(H), and Little's mean delay (~0), these values increase when b (number of data calls) is 
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increased. By varying the incoming number of voice calls (a), distinct sets of results on 

EoL versus a, H versus a and Llo versus a are obtained for different a/[3 ratios. In these 

results computed, for a ratio of a/[3 = 2.5, the expected value of data call loss (E0 L) and 

the average information loss (H) tend to be constant. The delay also tends to be constant 

for small extents of b and it decreases monotonically for the larger amounts of b. The 

results presented on EoL, Llo, and H for the ratio a/[3 = 4 show ups and downs with 

varying extent of voice calls (a). For ratios of a/[3 equal to 10 and 20, almost all 

simulation results tend to be monotonically decreasing to a constant value. 

5.4 Summary of Simulations and Conclusions 

The simulation results on the data call loss (E0 L), the average information loss (H), 

and Little's mean delay (Llo) show a general increase when the number of data call is 

increased. This means the CDPD declines with increaments of data calls. For a/[3 = 2.5, 

the CDPD performance is not affected with changes in the number of incoming voice 

calls. Even at higher a/[3 ratios, though there is a small variation in the CDPD 

performance with small variations in the value of a, the overall performance, however, 

tends to become stabilized towards invariancy. The reason for the CDPD performance 

being unaffected when the extent of voice calls (a) increases is that, the probability of 

occurrence of such voice calls is rather small. As such, the chances of data call blocking 

are diminished. However, in the event of more voice channels (a) implemented, it should 

affect the performance on voice call blocking and quality of service. It can be concluded 

that the amount of data calls (b) has a direct impact on the CDPD performance. But the 

large amount of voice calls (a) tends to pose a little effect to the CDPD performance 

parameters. 
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CHAPTER6 

CDPD PERFORMANCE UNDER IMPULSE NOISE ENVIRONMENTS 

This study presented in this chapter is an extension of the efforts address 
in Chapter 5. Here, the specifics of impulse noise invading the CDP D 
transmissions are considered and the relevant statistics are modeled. The 
impulse noise is rigorously represented analytically by an appropriate 
stochastical differential equation. The expressions for data call blocking 
probability are derived. 

6.1 Introduction 

As discussed in earlier chapters, the performance of any state-of-the-art wireless 

telecommunication system could be degraded by the presence of EMI in the operating 

ambients, and CDPD is no exception. 

Discussed in Chapter 3 are the considerations in evaluating the CDPD performance as 

regard to accommodating voice and data transmissions over the AMPS channels. The 

relevant analyses are based on information-theoretic framework. Further, the studies 

indicated in Chapter 3 are confined to the competitive role of voice versus data packets in 

soliciting a passage through the AMPS channels and hence, the relevant blocking 

probabilities, call-erasure probabilities, expected values of data call-losses and mean 

delay experienced by data packets in getting access to the AMPS channels are derived. 

Presently considered are possible impairments that can be observed in CDPD 

performance as a result of undesirable external influences. Such effects could stem from 
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impulse noise prevailing in the surroundings. These interferences could cause logic 

upsets in the systems performing the CDPD operations. 

The logical upsets in CDPD circuits could be highly detrimental to the overall system 

performance because any false triggers would change the synchronous operations of 

accommodating voice and data transmissions on the basis of channel availability criterion 

discussed in Chapter 3. 

Since the sharing of AMPS channels by voice and data packets is a time-critical 

effort, should a logic upset occurs, then the time-critical synchronization would go out of 

step resulting in malfunctions and/or increase in call blocking probabilities. 

In order to undertake proper mitigation efforts against such logic upsets, it is 

necessary to evaluate the CDPD performance under practically meaningful impulse 

environment and access the logic upsets thereo£ 

The alobe considerations motivated the present study as deliberated in this chapter. 

Indicated below is the relevant analysis. 

6.2 Effect of Noise Inducing Logic Upsets in CDPD Systems 

As mentioned in the previous section, the logic-upset (LU), is a disturbance in a 

CDPD system that could change a binary logic to an opposite type in time-critical 

operations. In the present study, relevant noise considerations inducing LUs are 

appropriately included as a part ofCDPD system noise. 

In the absence of logic-upset, the blocking probability cPs) derived in Chapter 5 is a 

function ofBx (call-erasure exponent) only, and Ps versus Bx can be modeled as follows: 

I 
Ps =-exp(-Bx) 

2 
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In Eqn.(6.1), Bx can be regarded, in general, as a random variable given by: 

B =Noise powerin the system 
x Signal power 

(6.2) 

Assuming the noise that causes LUs as an additive noise, the value ofBx in Eqn.(6.1) 

is modified as Bx_totai so as to generalize it by including the system noise considerations. 

Hence, 

B _ System noise power+ Noise causing LU 
X toto/ - s· al - 1gn power 

System noise power Noise causing LU = +----------=---
Signal power Signal power 

= Bx +Bx_LU (6.3) 

6.3 Probability Distribution of the Random Process Causing Bx 

In reference to the relation of Eqn.(6.3), the next exercise is to determine the 

probability density function (pdf) of the total random process pertinent to Bx_total· For this 

purpose, consider a random process, Z = (X+ Y) where X and Y are independent random 

variables. 

Let X be a random variable with a pdf. 1 fx (x) = -exp( -x) , x 2:: 0, and, Y(t) be the 
2 

random variable depicting the LU as a function of time (t). This random process can 

represent a shot noise process, y(t) when described by the following linear stochastic 

differential equation [6.1]: 

(6.4) 

where CXo is the decrement rate and h(t) is a stationary train of 8-pulses given by : 

(6.5) 
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Here Ai is an independent random variable with a pdf representing the amplitude 

fluctuations of the noise that causes LUs. Explicitly, 

by 0 <a <oo (6.6) 

Further, ti in Eqn ( 6.5) is a Poisson distribution random variable with an intensity rate, v. 

That is, v denotes the rate of occurrence ofnoise impulses causing corresponding LUs. 

Moreover, bois defined to be the mean value of impulse noise in Eqn. (6.5). From [6.1], 

the probability density function ofY(t) can be specified as: 

where y = vfa.
0

. 

Suppose k = b0 Uo. Then, 

fy(y) = yYexp(-y/k) 
(k)r-tr(y) 

The pdfofZ can be obtained from the following convolution [6.2]: 

fz(z)= fx(x) * fy(y) 

By taking the Fourier transform, the above convolution leads to the characteristic 

function, namely, 

Z(s) = X(s)Y(s) = F[fz(z)] 

1 1 1 
where,X(s) = and Y(s) = so that,Z(s) = . 

2(1-js) (1-jks)Y 2(1-js)(l-jks)Y 

Now, the possible cases in reference to Z(s) can be considered as described below: 
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6.4 Blocking Probability of Data Packets under Impulse Noise Conditions 

Using the result on Z(s). the expression for P8 can be analytically tracked as follows: 

Z(s) =------- -1 jy+l [ 1 J 
2(I-js)(l-jks)1 - 2k1 (s+j)(s+i)Y 

(6.11) 

Eqn. (6.11) can be further simplified by denoting I _ by I • the 
(s + j)(s + L) Y (s +a) (s + b P 

k 

relevant using partial fraction expansion would then yields the following (with the 

substitutions. a= j and b = j/k): 

1 A 8 1 B., 8 7 ----- = + + - ., + ... +--'---
(s+a)(s+bY (s+a) (s+b) (s+b)- (s+bY 

(6.12a) 

where A -
1 I - 1 

; and, Bn is found by determining the coefficient in the 
- (s +by s=-a - (b-ay 

repeated linear factors: That is, 

(6.12b) 

I d"'-n (s+b)Y 
Bn=-------~--~--~ 

(y-n)! ds"'-n (s+a)(s+b)Y s=-b 
n =I, 2, ... ,(y- I) 

I dy-n 1 (6.12c) 
=---------1 

(y-n)! dsy-n (s+a) 
s=-b 

The differentiation part can be explicitly written as follows: 

dy-n 1 

dsy-n (s +a) 

= (-1y-n(r-n) 
(s+ay-n+l 

(6.12d) 
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Therefore, 

(6.12e) 

Consequently, 

1 _ 1 (-lr-l (-ry-z 1 

(s+a)(s+b)Y- (b-a)"'(s+a) + (a-b)"'{s+b) + (a_b)Y-1(s+b) 2 + ... + (a-b)(s+b)"' 

(6.12t) 

Substituting a and b in the above relation, 

(6.13) 

which can be simplified to: 

· ( 1 J Y jn(-l}y-n 1 Z(s) = 1 -- + L _ __::__:____;:__ ___ x ---
2(1- k)Y s + j n=l 2kn-l (k -l)y-(n-1) ( .)n 

s+j_ 
k 

(6.14) 

Using inverse Fourier transform, the pdf of Z is obtained as: 

r. () ky exp(-z) 1 ~ [ {-1}y-n (z)n-l exp(-z/k)] 
J z Z = X +- L X - X------"---'----

2(1-k)}' 1 2 n=l (k-l;Y-(n-l) k r(n) 
(6.15) 

Hence, the blocking probability in the presence ofLU causing noise is given by 

][exp(-Bx total) Y [ {-l)y-n (Bx tota/)n-l exp(-Bx total/k)]] 
PB total =- + L x x ----=--...:....._-

- 2 (1-kjY n=I (k-IJY-(n-I) k r(n) 

(6.16a) 
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Suppose b0 = 0 and u = O.The~ k = a.obo = 0 and y = ula.o = 0. It then follows that, 

Pa total=- + L x 
I [exp(-Bx total) Y [ (-l)y-n 

- 2 (l- kJ" n=l (k -l/y-(n-1 

(6.16b) 

Substituting for y and b explicitly, 

~hich is the same as the equation of Eqn.(6.1) for the blocking probability when the 

noise inducing LUs is absent. 

6.5 Simulation and result 

6.5.1 Simulation of Impulse noise inducing logic upsets 

To simulate the noise inducing the LUs, consider a stochastical system depicted in 

Fig.6.1 

-h(-t)--~i y' + a.y = a.,h(t)ltt-1-y-(t_,) •• 

Fig. 6.1: Stochastical system emulating the impulse noise train 

From Eqn.(6.4), 

(6.17a) 

(6.17b) 

Using Laplace transform, 
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Or, 

sY(s)- Y(O) = -a0 Y(s) + a 0 H(s) 

Y(sJ[s + a 0 ]= Y(O) + a 0 H(s) 

Y(s) = Y(O) + ao H(s) 
s+a0 s+a0 

Taking inverse Laplace transform ofY(s), 

y(t) = y(O)e -aot u(t) + h a 0 exp( -a(t - r:)h(r:)dr: 

(6.18a) 

(6.18b) 

(6.18c) 

(6.19) 

The noise model inducing logic upsets as specified by Eqn.(6.19) (6.3] is verified 

against the discrete Poisson arrival pattern of delta-Dirac functional train via simulations 

performed with Matlab™. Relevant arrival patterns are depicted in Fig. 6.2. 

The relevant statistical distributions (pdfs) are ascertained and plotted in Figs. 6.3 and 

6.4 and the MatLab™ program is presented in Appendix 6.1(A). 
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Fig. 6.3: Discrete Poisson distribution of random amplitude-weighted delta-Dirac impulse 
train generated from MatLab ™ simulation 

Theoretical calculation of PDF of y(t) with a. =0.1 and v =0.4 
0.035 

0.03 

0.025 

l 0.02 

>:J.015 
"-' 
0.. 

0.01 

0.005 

) 
0 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 
---•y 

Fig. 6.4 Continuous Poisson distribution of random amplitude-weighted delta-Dirac 
impulse sequence generated from theoretical equation (as per Eqn. 6.(19)) 
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6.5.2 Simulation the CDPD performance under upset environment 

This simulation (See Appendix 6.l(B) for the MatLab™ source code) is the further 

CDPD performance evaluation described in Chapter 5 with an added effect of logic 

upsets described in Section 6.5. I. Here, the logic upsets are assumed to be the solution of 

the linear first-order stochastic differential equation (SDE) considered via Eqn. (6.4). To 

compare the results the a/~ ratio is set at 10 (by assigning a. and ~ at 40 and 4, 

respectively). For the logic upset parameter, it is assumed that the rate of occurrence of 

noise impulse (v) is 0.4, the mean of noise component causing LUs (b0 ) is 11, and the 

decrement rate ( a.o) is 0.1. The resulting blocking probability (P8 ) and the modified Bx 

(Bx total) are indicated in Fig. 6.5 and 6.6. 

0.00014 -.--------------------------------, 

0.00012 +---l . b=1 I 
---b=2 

•'• 

1 b=3: 
0.0001 +-----1--'-' b=4 ·>-, -----------------------1 

t 0.00008 +------------------------------'----1 

a:l 
D.. 

0.00006 !-----------------------------------;:---------;----j 

0.00004 

0.00002 1---------------------------:'------------'-J ,. .. 

Fig. 6.5: Blocking probability Ps versus a for different values of b 
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Fig. 6.6: Call erasure exponent Bx versus a for different values of b 

The other CDPD performances parameters, namely, the expected value of data call 

loss (E0 L), the Little's mean delay (t\0 ), and the average information loss (H) are 

simulated again with the modified Bx and P8 with the same formulations of Chapter 5. 

The results are shown in Fig. 6.7. 
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6.6 Summary of Simulations 

Comparing with the Fig. 5.13-5.16 as results in Chapter 5, the blocking probability 

cPs) under LUs environment is obviously higher than the blocking probability without 

LUs. The other CDPD performance indices under LUs environment; (namely, the 

expected value of data call loss CEoL), the Little's mean delay (~0), and the average 

information loss (H)) are not much different from their corresponding values without 
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LUs. However, the difference in each case is increased when the number of voice calls a 

an data calls b are large. 

6. 7 Discussions 

The present study and simulations offer explicit solutions to compute the blocking 

probability of data packets in CDPD transmissions subjected to impulse noise conditions. 

The encroaching impulse train is rigorously modeled with appropriate statistics and 

applied to the algorithm formulating the blocking probability. Both amplitude and 

temporal statistics of the impulse train are appropriately accounted for. Further, the time

constant of the system is shown to render the underlying statistics as a continuous random 

process. 

6.8 Concluding Remarks 

The study attempted in this chapter is exclusive and unique to ascertain the logic 

upset possibilities and the relevant implications on the blocking probability statistics of 

data packets in CDPD systems. No parallel study exists to the best knowledge of the 

author. 
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CHAPTER 7 

MITIGATING EMI IN IDGH-SPEED DIGITAL WIRELESS TRANSMISSION 
NETWORKS 

With rapidly growing demand for digital communication via wireless 
networks such as cellular telephone, CDPD, Bluetooth™ etc., solutions 
towards EMI mitigations must be found for the locales (like base-stations 
and indoor area) where EMI are likely to occur. The seamless integration 
of high-speed, broadband digital and analog transmissions is the new 
frontier for today's wireless communication systems. As technology 
continues to improve, it is even more likely that typical mobile users of the 
future will be able to use a single cellular device to transmit and receive 
several types of information, such as voice, text, and video. For example, 
two technologies are now available to realize the goal of integrated 
wireless communication: Cellular digital packet data (CDPD) and 
Bluetooth™ communications concurrent to cellular telephony. As 
communication systems supporting heterogeneous traffic become more 
commonplace, controlling EMI inherent in mixed-signal wireless 
conditions is increasingly criticaL A very promising area for creating 
EMI solutions is the development of novel materials for equipment 
housings at cellular base stations. New composite materials could be 
fabricated to exhibit a variety of useful properties. To see how new 
materials can offer solutions to EMI in integrated wireless networks, it is 
necessary to understand how interference affects such networks. Relevant 
aspects are discussed in this chapter. 

7.1 EMI in Wireless Systems: A General Overview 

At least two approaches are available for progressive broadband, high-speed 

networking via a wireless medium: Wireless ATM and CDPD [7.1,7.2]. ATM technology 

is a fixed-size packet or cell mode of transmission for statistically multiplexed 

information from heterogeneous sources including voice, video, and data over broadband 
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integrated services digital networks (B-ISON). Though initially conceived for wireline 

transport. this broadband strategy has recently begun to be used in wireless systems as 

welL Designed for seamless integration of wide- and local-area networks, A TM used in 

wireline systems provides access among varied transport technologies, such as 

SONET/SDH and Frame Relay. Wireless ATM, shown in Fig. 7.1, offers a backbone for 

supporting multimedia traffic. 

Ollpal 

rn 
Fig. 7.1 : A wireless A TM architecture. 

As discussed in earlier chapter, CDPD networks have been developed as overlays 

for conventional 800-MHz analog cellular systems, such as the Advanced Mobile Phone 

System (AMPS). These networks are intended to seamlessly support applications that are 

based on Internet Protocol (IP) via existing wireless cellular phone systems. In a CDPD 

network, like the one shown in Fig. 7 .2, voice and data traffic share a set of wireless 

channels. Network planners configure the radio frequency (RF) channels as either 

dedicated or capable of supporting channel hopping by more than one data type. In such 

networks, voice takes priority over digital data in accessing the AMPS channels that 

support data hopping. 
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Fig. 7.2: CDPD transmission system 
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Any wireless communication site is vulnerable to RFI from neighboring sources, such 

as AM or FM broadcast and TV stations as well coexisting communication systems, 

which use the same frequency band (as in Bluetooth™ or wireless LAN versus 

microwave-ovens). The proximity of such sources would plague communication sites 

with high ambient RF levels. Resulting EMI on the wireless associated RF equipment 

could even crash the whole system. 

For example, ATM and CDPD networks are both particularly susceptible to 

interference and require adequate shielding at the base site to prevent noise and crosstalk 

in cellular communication channels, as well as erratic operation of the associated digital 

control systems. CDPD transmission involves careful timing, as the network must wait 

for free AMPS channels and then send bursts of data packets until the channels are taken 
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over by voice transmissions. This channel hopping requires very fast digital control that 

is free of systemic inference. As indicated in Chapter 6, this synchronous effort, 

illustrated in Fig. 7.3, is extensively prone to logic upsets, which can upset the local 

computer control and cause devastating interference problems at unprotected cellular 

sites in high-RF environments. 

6 
j 

VoiceCruls 

1f ll oatacruls Ill ---
~ 

MDBS 
1--~- l--....:::>,.1 (Server) 

Blocked 
Load 

Channels 

2 

1----a 

No (Under total block-out) 

Fig. 7.3.: Digital control ofCDPD implementation 

Modem digital control circuits use a variety of logic families, such as emitter-

coupled, complementary metal oxide semiconductor (CMOS), or transistor-transistor 

logic (TTL), which have specified noise margins or noise immunity levels. Typically, a 

high-speed pulse has a narrow pulsewidth (1:) with a corresponding bandwidth 

approximately equal to 1/1:. The invasion of RFI could alter this spectral width 

significantly, changing the shape ofthe pulse in the time domain in amplitude and width. 
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The altered pulse shape may represent an erroneous logic state at a digital gate, causing 

undesirable effects in the gate's output. 

Typically, RFI assaults logic circuits via capacitive coupling. A design-level approach 

to avoid RFI-based logic upsets is to select and use components that are rated with large 

noise margin tolerances. Still, as a result of statistical unpredictability of the extent ofRFI 

strengths, logic upsets are inevitable and they can enhance the probability of blocking 

data calls, leading to inefficient CDPD operation. 

In addition to logic upsets, receiver overload, desensitization, harmonic reception, and 

intermoderation effects can also occur in the cellular site equipment that is exposed to 

ambient RFI. 

Because A TM and CDPD site equipment installations are often retrofits and may 

even be physically located outside existing cellular boards, these networks may be 

significantly prone to RFI. A TM and CDPD installations outside equipment racks with 

enormous wires and cables penetrating into the racks may also compromise whatever 

shielding is inherent in the existing equipment. Control units or computers that are part of 

the installations can also be susceptible to RFI ingress. 

The interference that threatens CDPD and wireless ATM technologies can lead to 

excessive bit-error corrections and even data packet dropping. These possible effects 

could place a colossal burden on the system infrastructure and lead to low throughput 

conditions, which could cause a variety of symptoms, including signal outages, 

unexplainable handoffs, unwanted digital audio and video superimposed on a desired 

signal, unusual power-regulation problems, and unreliable coverage radius. 
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Details on EMI influence on Bluetooth ™ system operating in the ISM band were 

furnished in Chapter 5 and 6. Ag~ the associated implications are self evident. 

7.2 Some Methods for Reducing EMI 

Management ofEMI at base-station sites can be challenging; shielding RFI-menaced 

equipment at the site is not easy [7.3]. Placing the equipment within a classically 

conceived "sandwich box" to block out the RFI is often impractical and expensive, and 

may not be effective. The passage of undesirable RFI in radiated mode can be stopped by 

the walls of the shielding box, but in conducted mode, the RFI can penetrate via other 

routes, such as antenna transmission lines, main power hookups, telephone lines, doors, 

grounding cables, and plumbing. 

Base-site equipment shielding 1s m essence an architectural problem. It can be 

accomplished conveniently while the base site is constructed. If the A.TM or CDPD 

systems are retrofits, however, several other solutions are indicated, such as using fiber 

attenuation composites, coating suspensions, filters as needed, and gasketing at clearly 

designated locales where EMI tests indicate inevitable "treatments" are imminent. 

Filter component integration can offer one solution to the conducted-mode EMI 

menace. At the board level, the use of high-current filters or filtering arrays, filtered 

connectors, and discrete EMI filters are possible quick-fix strategies. Deployment of D

sub and customized connectors, filter plates, and filtered terminal blocks may be required 

at the rack level to ward off the invading RFL The equipment's power lines can also be 

fitted with power line filters, high-current filters, and filter terminal blocks. In effect, an 

EMI "fence" can be established around the base-site equipment. 
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In addition, back plane, large-cabinet, handheld enclosure, large-surface, 

environmental enclosure, computer, and server shielding may be required to protect the 

paraphernalia of the base-station electrical system from EMI or RFL These options may 

not provide a complete solution, but their use may reduce the extent of EMI or RFI 

significantly. 

Although the shielding techniques proposed above may mitigate some EMI effects at 

base stations, the challenges of RFI on cellular-site equipment and the anticipated system 

malfunctions when high-speed digital service is introduced on a massive scale will 

require more effort to overcome. 

7.2.1 Addressing EM/ with novel materials 

The answer to the problem of EMI at the base site is ensuring that the housings of 

equipment subsystems are not prone to RFI invasion. These housings include enclosures, 

panels, and racks, as well as the electronics and cables they contain [7 .4]. 

A variety of metallic and nonmetallic materials can be used in making these housings, 

as discussed in Part I of this article. However, more research is needed to develop 

additional metal-in-insulator or insulator-in-metal composites, which could be judiciously 

used in the manufacturing of EMI-retarding housings. Composite EM materials are 

needed because monolithic materials, either conductors or insulators, will not match the 

constrained performance considerations and compliance requirements at base stations. 

The main considerations for synthesizing such materials are as follows: 

• Shielding effectiveness versus frequency. 

• UL-rated thermal durability. 
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• Mechanical properties. 

• Conformability for fitting into complex structured profiles. 

• Ease of installation. 

• Cost-effectiveness. 

Making an EM composite is both a science and an art [7.5]. It requires a clear 

understanding of the EM (dielectric, magnetic, and conductive) properties of the 

constituents and the artful blending of them to form an end product that has the required 

shape, mechanical characteristics, thermal properties, and above all, shielding 

effectiveness. 

The constituents that are useful in making EM composites can be classified as 

nonmagnetic or magnetic conductors and nonmagnetic or magnetic dielectrics. These 

materials are available as metals, semiconductors, insulators (organic and synthetic), and 

ceramics. Typical RF-attenuation characteristics versus frequency of some materials are 

shown in Figs. 7.4 and 7.5. 
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Fig. 7.4: RF attenuation of typical materials where (a) is copper in epoxy (volume 
fraction of copper =33%); (b) is silver in acrylic plastic (volume fraction of 
silver =30%); (c) is nickel whiskers in acrylic plastic (volume fraction of nickel 
=15%); and (d) is graphite in polystyrene (volume fraction of graphite =33%). 
Thickness of all materials equals 118 in. 
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Fig. 7.5: Relative RF attenuation provided by identical enclosures with different surface 
finishes. Conductive-paint-coated enclosure (a), and conductive-fabric (with 9% 
copper per sq ft)covered enclosure (b). 
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To meet both the mechanical and thermal requirements for high-frequency shielding, 

a judicious choice is a diphasic mixture of a dielectric and a conductor or semiconductor, 

with a binder if necessary. Such a composite should meet shape, size, and resilience 

requirements and also be machinable. 

(a) (t} (d) 

(o) (.g) (h) 
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~ 
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Fig. 7.6. Different types of EM composites, including (a) particles in a polymer, (b) disk
loaded composite, (c) spheres in a polymer, (d) diced composite, (e) rods in a 
polymer, (f) sandwich composite, (g) glass-ceramic composite, (h) transverse 
reinforced composite, (i) vertical honeycomb composite, G) horizontal 
honeycomb composite, (k) single-side-perforated composite, (l) two-side
perforated composite, (m) replamine composite, (n) burps composite, (o) 
crisscross sandwich composite, and (p) ladder-structured composite. 
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In their diphasic form, the EM composites are composed of simple, discrete, 

conducting inclusions dispersed in a polymeric or ceramic host. Different types of EM 

composites are shown in Fig. 7 .6. Apart from conventional metals like copper or 

aluminum, carbon is also widely used in graphite form for this purpose because of its 

high electrical conductivity, low cost, and low density. With the exception of aluminum, 

metals have higher density than carbon. Semiconductors, solid-state electrolytes, and 

salts are other possible conducting inclusions for synthesizing EM composites. 

Three classes of conductors are used to synthesize conductor-loaded composites: 

metallic inclusions (aluminum, copper, iron, stainless steel, and silver), nonmetallic 

inclusions (carbon black, graphite, ferrous oxide, salts of copper and aluminum with and 

without binders, solid electrolytes, and semiconductors), and metal-coated dielectrics 

(metal-coated glass, nickel-coated fiberglass). There is a handbook that details the 

general characteristics and the availability of these conducting inclusions. [7.5] 

The host materials used in the fabrication of conductor-loaded composites are 

selected on the basis of minimum degradation of host medium due to the catalyzation and 

oxidation of conducting inclusions, wetting of metallic inclusions under heavy-current 

operations, morphology of the polymer or ceramic material (amorphous, semicrystalline, 

or polycrystalline), and compatibility with the processing techniques involved. The 

choice of polymers or ceramics that meet the above requirements is rather limited. A few 

examples that are in use are polycarbonate, graphite, cadmium oxide, and polymer 

concrete (see Table 7.1). 
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Table 7.1. Polymers and ceramic host media for EM composites. 

Material Application 

P I b t 
Moldable cable products. With copper inclusions, however, this host 

o year ona e "al u:ffi d d · d tal · f maten mays er egra anon ue to ca yzation o copper. 

Graphite 

Cadmium 
oxide 

Polymer 
concrete 

This is a popular matrix material in constituting cermet composites. 
It is conducive for baking at high temperatures (1000°1400°C). Copper
graphite cermet is a good candidate as an EM composite for shielding the 
cabled network under RFI environment. 

Oxide-based cermets can be used with silver, nickel, or tungsten as 
the conducting inclusion components in making shielding parts. 

Conductor-based polymer concrete can be tried in architectural 
applications for large units of shielding structures. 

Conductor-loaded polymers or ceramics should be selected according to a variety of 

electrical and nonelectrical properties. Electrical properties include 

• Bulk or volume resistivity (effective de conductivity). 

• Surface resistivity. 

• Effective permittivity (at static and high-frequency limits). 

• Effective permeability (if the conductive filler is a magnetic material). 

• Effective loss tangent at a given frequency of operation. 

• Effective dielectric response of the material under time-varying conditions as 
specified by the effective complex permittivity (dielectric relaxation). 

• Effective permittivity of the material versus the volume fraction of the conducting 
fillers. 

• Degradation of electrical parameters with shelf life and aging. 

• Variation of electrical characteristics with ambient conditions such as temperature, 
humidity, or corrosive agents. 
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• Effects of the shape (in bulk or in thick- or thin-film forms) of the composite in 
dictating its effective electrical characteristics. 

• Effects of the resiliency ofthe end product (its softness, flexibility, or toughness) as 
decided by the type of polymeric or ceramic chosen in characterizing the effective 
electrical properties of the composite. 

Nonelectrical properties include 

• Cost-effectiveness. 

• Density. 

• Thermal endurance. 

• Corrosion resistance. 

• Mechanical strength, hardness, or durability. 

• Brittleness and flexibility. 

• Strength-to-weight ratio. 

• Aesthetic appearance in terms of color and surface finish. 

• Porosity and defect sites. 

• Compatibility for use with other conventional monolithic or composite materials with 
adhesive or fastening feasibilities. 

7.2.2 Processing the composites 

The processing procedures for the EMI shielding composite materials are essentially 

decided by the constituent phases of the composite. The type of conducting inclusion, in 

terms of shape, size, and electrical conductivity, and the properties of the host medium, 

such as its complex permittivity, determine not only the electrical and nonelectrical 

characteristics of the composite, but also the processing methods that are required. 

194 



Spherical or irregular-shaped inclusions permit conventional fabrication methods, in 

which the inclusions are blended into polymers using a Banbury mixer, and the mixtures 

are processed with extrusion-compounding techniques. 

To predict the effective conductivity of mixtures that are processed as described 

above, one can assume that the particulates are randomly dispersed. Further, the critical 

volume fraction, which is the amount of conducting inclusions added that brings the 

composite nearly from the insulation to the conduction phase, is not only controlled by 

the concentration of the inclusions, but also by their shape and particle size distribution. 

Some evidence of this observation can be seen in experiments with aluminum or iron 

particles plus styrene-acrylonitrile copolymer composites. 

The processing of a composite with the electrical characteristics required for 

shielding becomes even more complex with shaped particles, such as flakes or fibers. 

When flakes are use~ the processing could significantly affect the effective conductivity 

of the composite. Injection molding may align the flakes in the flow direction, thereby 

creating a directional anisotropy of conductivity. Synthesizing with conducting flakes as 

inclusions, in general, results in more-stable conducting composites. 

7.2.3 EM composites for cabling and equipment 

A number of application-specific conductor-loaded composites that exhibit 

characteristics helpful to EMI shieiding of telecommunication equipment have already 

been developed. Such materials have great potential for present and future developments 

in material technology vis-a-vis EM applications for shielding home-based cabling and 

base-station equipment. 
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Metal-included plastics. These are substitutes for metals in certain electrical 

engineering applications. [7.5, 7.6] They are composed of a metal in particulate, fibrous, 

or flaky form added to a polymeric, or plastic, host material. These materials exhibit 

considerably larger electrical and thermal conductivities in comparison with pure plastics, 

but are also lightweight and have the aesthetic appearance of plastics. Because of their 

high electric conductivity, they provide adequate EM shielding effectiveness and prevent 

electrostatic buildup. They are superior to plastics with metallic surface coatings in terms 

of cost and damage resistance. They are also better than carbon-filled plastics considering 

the plastic strength, impact resistance, and color options. 

The metal filling in plastics refers to the use of chunky fragments, near-spherical 

particulates, or fibrous whiskers. Of these, fibers are most effective in controlling 

electrical resistivity and providing thermal conductivity. 

The electrical conductivity of metal-included plastics depends on the volume fraction 

of the inclusions such that the average number of contacts with neighboring particles 

(coordination number) reaches a minimum value. The critical volume fraction at which 

the conductivity of the composite begins to increase depends on the particulate shape: 

chunky, fibrous, spheroidal, or near-spherical. Invariably, a low volume fraction is 

required with fibers to achieve a specified conductivity because the geometry of the 

fibers provides greater points of contact with neighbors even at lower concentrations of 

the fibers. In general, controlling the conductivity of metal-included plastics is rather a 

stringent design consideration, because resistivity of such materials alters drastically even 

with small changes in the volume fraction of metallic inclusions. 

Some applications of metal-included plastics are 
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• EMI shields, both small cable products and large-surface architectural units. 

• Electrostatic control media. 

• Plastic housings for cables to provide good thermal dissipation (plenum-specified), 
electrical grounding, ESD, and specific shielding against EML 

• Electrical applications in lieu of metals, which are susceptible to corrosion. 

The electrical resistivity of state-of-the-art metal-included plastics relative to metals 

and plastics extends from 1 o-2 to 102 0-cm. Low-cost, high-conductivity materials can be 

made by appropriate processing, with metal fibers of 2030 mm length dispersed in a 

plastic medium that can be fabricated with injection molding and extrusion. The wide 

availability of plastic host materials and conventional plastic-making technologies allows 

flexibility in designing end products. Uniformity of fiber dispersion, length, and 

concentration, and methods of interlinking the fibers, are manufacturing considerations in 

developing metal-included plastics. 

Conducting polymers. [7.7] These are polymeric materials doped with substances to 

increase their electrical conductivity. The doping is accomplished with chemical, 

electrochemical, or ion implantation methods. Such materials are useful in EMI shielding 

and RFI absorption and can be fabricated in sheet and film forms. 

Potential applications of conducting polymers are high-frequency EMI shielding and 

RFI absorption. Materials like polyacetylene and PBT can provide shielding effectiveness 

up to 40 dB for frequencies extending to GHz levels. They are therefore useful as 

lightweight shielding for cabinets housing high data-rate electronic equipment as well as 

for wireless systems operating in the 2.4 GHz range. 
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Conducting polymers can be used for RFI absorption in configurations such as the 

Salisbury screen. Owing to the higher conductivity to weight ratio over carbon

impregnated nonmetallic composites, conducting polymers are attractive as RFI

absorbing materials in architectural structures. 

Chiralic composites. An interesting set of EM composites are EM chirals, materials in 

which the electric and magnetic fields are cross coupled. [7 .5] The potentials of such 

materials in realizing EM shielding are elaborated further in other sources. [7.8] 

7.3 The Future of Base-Site Shielding 

New composite EM materials offer an excellent way to mitigate the EMI that will be 

an inevitable part of cellular base stations that handle mixed data transmissions. 

When should new materials be deployed on an existing system? Even though 

perimeter control of EMI around base-station equipment may have already been put in 

place, an existing system should be at least partially upgraded and revived periodically. It 

is appropriate and convenient during such upgrades to consider introducing shielding 

with new options, such as new EM composites. The use of these new materials offers 

tremendous potential for dealing with EMI problems that will become ever more critical 

in an increasingly cellular world. 

7.4 Shielding Considerations in Bluetooth™ and WLAN Applications 

As discussed in Chapter 5 and 6, the EMI that prevails in Bluetooth ™ and WLAN 

systems stems from the operation of such systems in the same ISM band (at 2.4 GHz). 

Hence mutual interference can occur as well as EMI due to leakage form microwave

ovens can prevaiL 
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Apart form system-based mitigatory efforts (such as waking the microwave-ovens 

Bluetooth™-enabled), the shielding of microwave ovens to pose lower leakage than the 

existing (and allowed) levels can be attempted. Some of the details as to composite EMI 

methods discussed in this chapter can be plausible solutions. 

7.5 Concluding Remarks 

Wireless communication is on the growing side of the ramp. It inevitably faces the 

undesirable effects of prevailing EMI. For robust operation of such systems, therefore, 

imminent mitigatory trails should be pursued. The scope of this chapter gives relevant 

directions towards such efforts. 
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CHAPTERS 

DISCUSSIONS, FEASffiiiLITIES ON FUTURE STUDIES AND SUMMARY OF 
RESEARCH 

Presented in this chapter, is a compilation of results .from the observations made 
on the research efforts deliberated in the previous chapters. Inferential remarks 
are fUrnished and open-questions for fUture research are indicated with 
elaborations. Lastly, an executive summary of the research is presented 

8.1 Introduction 

As indicated in Chapter 1 and studied in the subsequent chapters, the research 

pursued addresses certain issues exclusive to two subsets of modem wireless 

communications technology, namely, the Bluetooth™ and Mobile IP/CDPD. 

While the CDPD and concepts of Mobile IP have somewhat been addressed more 

extensively in the existing research endeavors, the Bluetooth ™ technology is still in an 

infantile status [8.1]. Known familiarly as IEEE 802.15 Specifications, the industries are 

still evolving schemes for interoperability issues towards seamless operation of 

Bluetooth ™ enabled devices. 

Notwithstanding the slightly matured status of Mobile IP/CDPD and the lying-in-

cradle disposition of the Bluetooth™, both technologies face a common hurdle: How to 

cope with the EMIIRFI influences prevailing in their operational ambients? 
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This research. as indicated in Chapter 1 was. therefore. motivated by the impetus to 

identify the EMIIRFI related problems vis-a-vis the CDPD and the Bluetooth™ 

technologies with the object of finding suitable mitigatory efforts thereof. 

Hence. relevant efforts carried out in the present study and the results gathered are 

summarized in the following sections. The scope for further research is also identified 

through the inferential observations made. The content of this chapter is organized to 

present the summary of relevant efforts addressed chapterwise and an executive summary 

is furnished in the end. 

8.2 Bluetootb™ and Mobile IP/CDPD 

An overview of the above technologies subjected to the present study (and 

deliberated in this dissertation). is comprehensively presented in Chapter 2. The contents 

of that chapter were organized to include: 

• The definitions of the technologies involved 

• The state-of-the-art descriptions and standards 

• Related functions and operational issues 

• Coexistence considerations of the test systems with other wireless 
communication systems as well as noncommunication RF devices 

• Implications of the comprehensive presence of noise and EMIIRFI influences 
on the performance ofthe technologies under discussion. 

Thus. Chapter 2 offers a prelude to the topic of study and presents an introduction to 

the subject-matter of the research efforts deliberated in the subsequent chapters. 

8.3 Bluetooth™ Transmissions Facing EMIIRFI 

The content of the research carried out on the above topic is elaborated in Chapter 3. 

Essentially, the efforts addressed refer to identifying the coexistence performance of the 
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Bluetooth™ transmissions in the presence of unintentional EMI emanations stemming 

from other ISM band devices, such as a microwave oven. Briefly, the tasks performed 

and the relevant concluding remarks are as follows. 

8.3.1 Tasks: Summary 

• Elucidating the common spectral windows (around 2.45 GHz) at which the 
unintentional (leakage) emissions from the microwave ovens and hopped 
frequencies ofBluetooth™ emissions are likely to coincide 

• In the event of such a coincidence, the present study indicates the possibility of bit 
errors in Bluetooth ™ transmissions and hence, packet losses 

• An experimental study on a typical microwave oven performed to gather details 
on the unintentional leakage, fortifies and augments the results available 
elsewhere [8.2] on the characteristics of the emitted microwave energy 

• With the inevitable presence of such microwave leakage from the ovens, what is 
the course of action to be pursued to mitigate the impairments on the 
Bluetooth ™? A proposal to make the microwave oven as Bluetooth-enabled so 
that, whenever the oven is on, it could be a ••master'' and control the power of 
Bluetooth™ transmissions in the vicinity (so as to increase the signal-to-
interference ratio, SIR) is elaborated. · 

8.3.2 lnforences: Summary 

• The experimental study performed conclusively portrays the existence of spectral 
windows in the unintentional microwave leakage from the ovens, which could 
interfere with any Bluetooth™ transmissions in the vicinity 

• Certain new aspects of the present (experimental) study are as follows: The 
unintentional microwave leakage is essentially vertically polarized. (The existing 
studies do not specify such polarization characteristics). This vertical polarization 
property of the leakage could be profitably viewed, if a polarization-switching 
based mitigation efforts are pursued. This is indicated as one of the open
questions for future study 

• The proposal on the feasibility of making the microwave oven as a Bluetooth ™ 
partner is a viable and new strategy. Chapter 3 offers a comprehensive proposal 
on the implementation considerations and protocol issues thereof. 
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8.4 Bluetooth™ Transmissions under EMI Ambients 

This topic is considered in Chapter 4 and relevant studies addressed refer to a 

systematic analysis of calculating the packet-loss probability in the Bluetooth ™ 

communications impaired by unintentional emissions of microwave energy from an oven. 

While the contents of Chapter 3 refer to a qualitative presumption on such impairments 

and suggestions towards a possible mitigation, in Chapter 4, a comprehensive analytical 

and/or computational study are presented to assess the extent of relevant impairments. 

The summary of efforts and inferential remarks thereof are as follows: 

8.4. I Tasks: Summary 

• A review on the coexistence performance of Bluetooth™ communications and 
microwave oven emissions 

• Mechanism of interference ofBluetooth™ transmissions and the microwave oven 
leakage: Modeling 

• Interference of hop-selected (through GFSK) spectral windows (in Bluetooth™ 
transmissions) through possible coincidence with the spectral emissions of 
microwave oven (at ISM band): Analytical considerations 

• The statistics of the coincidence, as above: Derivation 

• Simulation of the statistics (with Matlab™) and computation of associated packet
loss probability 

8.4.2 lnforences: Summary 

• The probability of coincidence of GFSK-specified (hopped) spectral windows of 
the Bluetooth ™ and the microwave leakage emissions is finite and is of 
significant value 

• Relevant statistics are decided by: (i) The type of food-load; and, (ii) the type of 
microwave oven (stirrer-based or tum-table type) 
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• The microwave ennssmns from the ovens pulsate as per the power supply 
frequency (50Hz/60Hz) used. This pulsating number of microwave energy also 
influences the relevant EMI 

• Essentially, the EMI assessed can be specified quantitatively in terms of signal 
energy-to-noise ratio (Et/N0 ) and the frame error rate(FER) can be computed as a 
function Et/No 

• Et!No is decided by the GFSK scheme adopted in the Bluetooth™. (No prior 
result is available on GFSK-specified Et/No calculations. The relevant analytical 
results of the present study are therefore, new) 

• The CRC and/or FEC existing in the Bluetooth ™ packet structure would also 
influence the extent ofFER 

8.5 CDPD Transmissions: An Information-Theoretic Model of the Pa£ket Delay 

Studied in Chapter 5 is an information-theoretic model to determine the packet delay 

involved in CDPD transmissions. The CDPD as indicated in Chapter 2 is a class of 

Mobile IP and it involves "stealing" time-slots in AMPS and using them for packet 

transmissions. This process, however, imposes delay on such packet transmissions. 

Chapter 5 provides an analysis to decide and compute such delays. A summary of efforts 

and inferences on the deliberations presented in Chapter 5 are as follows: 

8.5.1 Tasks: Summary 

• A data overlay scheme on analog cellular via utilizing unused bandwidth in 
AMPS system and by sharing the cell-site hardware at a mobile data base station 
is described 

• The accessibility of a-channels (carrying CDPD) versus the presence of 13-
channels (voice traffic) on priority basis is modeled 

• The corresponding service times are determined via information-theoretics 
applied to the service process in a queuing system. (No earlier study exists on 
such modeling) 

• Derivation of corresponding blocking probability of CDPD with and without 
reservation considerations 
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• Comprehensive Matlab™ simulations on the analytical models, as above 

8.5.2lnforences: Summary 

• The model(s) presented offer a method to assess the CDPD delays involved in 
accessing the AMPS channels 

• From the data so obtained, it is possible to decide optimal number of CDPD 
channels to be deployed in land mobile cellular systems (such as AMPS) so as to· 
realize a set of desirable performance characteristics 

8.6 CDPD Performance under Noisy Environments 

Considered in Chapter 6 are issues concerning the extent to which CDPD 

performance can be affected by the interference due to noisy environments. 

8.6.1 Tasks and inftrences: Summary 

CDPD is a critically timed operation. The data packets are introduced into those time-

slots, which become free in the AMPS communication. Therefore, the data packets 

should "seize" the time-slots robustly. This operation, as explained in Chapter 7 could be 

hampered if the associated digital logics in the relevant hardware of the system become 

upset due to noise and/or external interference. That is, such undesirable EMIIRFI 

influences are likely to cause logic upsets in the system, which would eventually place 

the data packets desynchronized from the appropriate time-slots (that they are supposed 

to seize). Chapter 7 is an exclusive study on relevant considerations and the specific tasks 

carried out thereof are as follows: 

• The logic upsets are presumed to be mostly due to spiky or shot-noise like 
interference. Relevant heuristics are discussed 

• The data-packet blocking probability (P8 ) due to logic upsets is modeled in 
terms of a random variable, designated as the call-erasure exponent, Bx 
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• Bx is expressed explicitly in terms of two detrimental influences, namely, the 
system noise and other noisy considerations, which cause the logic upsets 
(LU) 

• The causative mechanism behind the LUs is modeled as a random delta-Dirac 
functional train of impulses. Such pulses are also weighted randomly in 
amplitude 

• The arrival or occurrence pattern of such impulses is specified as a random
amplitude weighted Poisson process 

• Hence, Ps is derived rigorously (Note: No parallel, prior analytical 
formulation is available). The relevant analysis is based on evolving an 
appropiate stochastical differential equation to describe Ps as a function of 
time; and, the solution is obtained in Laplace domain. The simulated noise 
pattern of the random delta function obtained by the functional solution of the 
stochastical differential equation is compared against the Poisson arrival 
statistics. 

• In conclusion, the present study (reported in Chapter 6) offers a new modeling 
of impulse environment, which would cause logic upsets in systems like 
CDPD. The method adopted uses a stochastical differential equation approach 
that has not hitherto been attempted. 

8. 7 EMI on High-Speed Wireless Transmissions 

Chapter 7 is devoted to address the mitigating aspects of EMI on high-speed 

transmissions associated with wireless technology. Essentially, the study presented 

covers details on the necessity to identify the implications of EMI and give solutions to 

mitigate the undesirable influences of such interferences. The relevant tasks carried out 

and result indicated are as follows: 

8.7.1 Tasks and results: Summary 

• Identification of EMI profiles and locales in the wireless transmission such as 
theCDPD 

• Site considerations in supporting relevant system operations 

• "Quick-fix" and robust strategies towards EMI solutions 
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• Making a case for novel EM materials for shielding purposes 

• Identifying the use of composite EM materials for shielding purposes, posing the 
need and associated merits 

8.8 Open-Questions and Scope for Future Studies 

The studies carried out and reported in this dissertation lead to certain research 

avenues, so far unexplored. Again, consistent with the two wireless systems addressed in 

the present research, the following set of open-questions are indicated, which pose ample 

scope for further studies. 

8.8.1 Scope for fort her studies on Bluetooth ™ related topics 

A: Coexistence considerations of WLAN and a turned-on microwave oven 

Similar to the EMI encroaching the Bluetooth ™ transmissions as a result of 

inevitable (but, unintentional) leakage of microwave energy from an oven, there is a 

possibility of EMI-based performance impairments in wireless LAN (WLAN) 

transmissions. 

This is because, one of the operating frequencies specified for WLAN refers to the 

2.4 GHz band, and the relevant spectrum may coincide with the ISM band specified 

microwave leakage from the ovens. As a result, whenever a coincidence of the spectral 

windows of microwave-oven leakage and the frequency band of direct sequence/COMA 

and /or hopped frequency/COMA occurs, there is chance for bit errors and consequent 

packet losses. 

A thorough analysis and mitigation efforts m such situations can form a 

comprehensive scope for further research. 
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B. Coexistence performance ofWLAN in the presence of Bluetooth™ and/or 
unintentional leakage from microwave ovens 

This research could be a focused effort on the coexistence performance aspects of 

WLAN transmissions taking place in an ambient where an operating microwave oven 

and/or Bluetooth™ communication prevail in the vicinity. What may happen in this 

coexistence scenario? The Bluetooth™ in its open-specification at 2.4 GHz (ISM) band 

under IEEE 802.15 and the WLAN devices (IEEE 802.11) operating in the 2.4 GHz are 

likely victims of RFI due to unintentional leakage from the microwave ovens (around 

2.45 GHz). Likewise, there is a possibility that the transmissions of the Bluetooth ™ and 

WLAN may interfere with each other. Such interference considerations are largely 

dictated by the same frequency band of operations involved as well as the spectral 

windows of transmissions (of Bluetooth ™ and/or WLAN) are likely to occur 

coincidently in the CDMA/SS techniques deployed. Also, such windows may face a 

coincidence with the leakage spectrum from microwave ovens operating in the same 

ambient. Hence, a systematic analysis is needed to calculate the BER or packet-loss 

probability in such transmissions involved. Pertinent to RFI from microwave ovens, the 

effect of food-load, type of oven (stirrer type or turntable facilitated) and the AC power 

adopted (namely 60 HZ/I IOV or 50Hz/220V) on such performance impairment could be 

determined. 

Essentially, the projected study could estimate the possible coincidence of the 

hopped-frequencies used in the Bluetooth™ and WLAN COMA transmissions. Also, 

could be estimated are the coincidence of the spectral windows of leakage emissions 
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(from the oven) with the Bluetooth™IWLAN spectra; and the corresponding probability 

of bit errors in the packets supported can be determined. 

The considerations on the Gaussian FSK modulation adopted and the associated 

signal energy-to-noise ratio {Et/N0 ) on the BER should be duly taken into account in 

elucidating the packet-losses encountered. The analytical results may be supplemented 

with data collected from practical models simulated. 

For the purpose of analysis Bluetooth™ performance under possible interference due 

to WLAN and/or Microwave oven, the following strategy can be pursued: 

• For the purpose of frequency hopping wireless LAN 

FERactuai = FER.cJFsK <AND> ( FERinterfering from MW <OR> FER interfering from wLAN) 

FERactual = FER.cJFSK * {Pfreq_hop_MW + Ptreq_hop_WLAN- Ptreq_hop_MW&WLAN) 

where, 

FERactuai: Actual frame error rate ofBluetooth™ system under interfering from 
microwave oven and frequency hopping wireless LAN (IEEE 
802.11) 

FERaFsK: Frame error rate of Bluetooth™ system calculated from the 
probability of bit error rate on GFSK (Bluetooth RF modulation 
scheme) 

Ptreq_hop_MW Probability of Bluetooth™ packet that hops in the frequency and 
time during the microwave operation. 

Ptreq_hop_WLAN Probability of Bluetooth™ packets hopping m the same time 
duration and frequency slot of the WLAN 

Ptreq_hop_MW&WLAN Probability of Bluetooth™ packets facing interference from both 
microwave oven and WLAN simultaneously 

• For direct sequence wireless LAN 

FERactual = FERmodified_GFSK * FERinterference from MW 
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where, 

FERmodified GFSK Frame error rate of Bluetooth system calculated from the probability 
of bit error rate on GFSK including interference from DS WLAN. 
That is, the bit error rate is calculated by: 
Etl CNo + Ios_WLAN), with Eb: Energy per bit; No: white noise and 
Ios_WLAN: Interference from direct sequence wireless LAN. 

C. System integration of WLANILAN communications with Bluetooth™ operation 
[8.8] 

Another scope of research refers to developing viable methods for system 

integration of Bluetooth™, WLAN and legacy LAN transmissions through a 

master control approach for interoperation purposes. The interoperation between 

the Bluetooth™ devices an the wireless LAN could be in two possible 

interconnected scenarios as indicated in Figs 8.1. 

Infrastructure WLAN 
A. 

BT device 
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AdHocWLAN 

\~Tdevice 
Fig. 8.1: Integration of Bluetooth ™ and WLAN 

A. Integration in infrastructure WLAN, and 
B. Interconnection in AdHoc WLAN 

The possible techniques for interoperation between WLAN and Bluetooth ™ 

as depicted in fig 8.1, refer to: 

1. Bluetooth™-to-WLAN interoperation via traditional TCPIIP 
(as per Bluetooth™ Specification LOB in Part K:9 LAN 
Access Profile) 

2. Bluetooth™-to-Ethemet!WLAN(Ad Hoc Mode) interoperation 
via SDP (future version) and bridge concept 

3. Bluetooth™-to-WLAN interoperation through Infrastructure 
Mode 

The following are relevant details for such system integration efforts: 

C. I BluetoothTM..to-WLAN: Traditional TCPIIP based implementation 

This procedure refers to integrating WLANILAN via TCPIIP with PPP over 

RFCOMM from the Bluetooth™ unit to an access point (AP), which emits WLAN or 

LAN frames ofthe IP packets. The steps involved are as follows: 
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• When a Bluetooth™ data terminal comes within a specified range in reference to 
another Bluetooth ™ terminal Exchange Point. Then the LMP, Baseband, and Radio 
Channel in the Bluetooth ™ protocol will be established automatically 

• The LAN access application in the Bluetooth™ device would then send a command 
to L2CAP to establish a connection with the Exchange Point, (after the RFCOMM 
and PPP (Point-to-Point) complete the connection establishment function. Here, the 
RFCOMM refers to the emulation of serial port and the PPP is the protocol that 
allows the serial port emulation at the IP node in the internet, such as the conventional 
modem used in while connecting to internet) 

• Next, the Management Entity would map between PPP, RFCOMM, L2CAP in 
Bluetooth ™ architecture as well as the whole datalink layer (LLC and MAC) of 
Ethernet/Wireless LAN; hence, the IP, TCP, and higher layer applications of both 
Bluetooth™ and WLAN can communicate with each other 

• This approach is, however, limited by the bit rate on RFCOMM as specified by the 
maximum allowed bit rate on a serial port. It means that there is a limit on the speed 
of interoperation. Moreover, the Management Entity could be more complicated than 
the bridge concept (presented in the next section) specified to map between two 
different MAC layers 

• The merit of this technique is that it is simple to implement since the PPP/RFCOMM 
operation in this profile is similar to PPP operation in normal dial-up networking, 
except that the modem uses AT commands to establish the link whereas the 
Bluetooth™ uses the RFCOMM instead 

• In traditional sense, this technique may not be quite compatible for Bluetooth and 
WLAN interoperation based on PPP/RFCOMM. A Bluetooth device requires 
automatic service discovery. With the increasing number of internet services and 
different types of networking that may exist, the Bluetooth device may have to 
reconfigure its attributes everytime wherever it is moving to a new network. 
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Physical I• 1 Physical 

Wireline for Ethernet 
or Wireless for WLAN 

Fig. 8.2 Bluetotoh™-to-Ethernet!WLAN: Traditional Implementation under TCPIIP 
environment 

C.2 BluetoothTM..to-EthernetiWLAN(Ad hoc mode) interoperation via SDP (fUture 
version) and bridge concept 

Here the integration of WLANILAN is done via bridging/refraining Bluetooth's 

L2CAP frames into a WLAN or LAN frame. This concept is based on future IEEE 

802.15 (Wireless Personnel Area Network) and Bluetooth™ Version 1.1 Specifications, 
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where the L2CAP packet is treated as a kind of MAC frame. Consequently, the 

interoperation between L2CAP and other MAC could be based on the bridge concept. 

Moreover, the SDP concept can be substituted for PPPIRFCOMM protocol so as to avoid 

the limitations of RFCOMM based technique indicated in the previous section. 

• This concept allows the SDP, Applications on Bluetooth™ and the WLAN to 
communicate with each other through the exchange of L2CAP packets and 
WLAN MAC frames 

• A "bridge" is used just to repacketize the L2CAP packet into a WLAN MAC 
frame 

• Bluetooth™ SDP is presumably compatible with the LANIWLAN SDP. (Note: 
LANIWLAN SDP does not exist currently) 

• Further, the LLC protocol could be available only in Bluetooth ™ specification: 
and, as indicated above SDP has to be installed as the new protocol for the 
WLAN workstation. 

An example of realizing this technique is as follows (see in Fig. 8.3): Suppose a 

business executive on travel carries a Bluetooth-enabled PDA for storage of information 

on flight schedule, rental car etc. It is assumed that this person visits a travel-agent's 

office, which has a cluster of laptops supported on an ad hoc wireless LAN; and, these 

computers are Bluetooth-enabled. Suppose there is printer in that office (on that ad hoc 

network), which is not, however, Bluetooth-enabled. As such, the business executive 

cannot directly link the PDA to this printer. But he/she may connect the PDA to one of 

the laptops via Bluetooth mode of operation and hence could get access to the printer in 

question. This way of accessing is automatic in the sense that the PDA will automatically 

discover the printer (including its characteristics and service abilities), even though the 

PDA is now totally on a foreign network. This automatic accessing and discovering the 

printer (or any other non-Bluetooth enabled end-entity) capabilities are not, however, 
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feasible, if the Bluetooth™ and WLAN interoperation ts based on PPP!RFCOMM 

protocoL 

~/ ~ 
~ /Travel agent 

Travel agent ~/ 

,.·· 
_/ _ _... Travel agent 

,. 

~Tdevice 
Business man 

Fig. 8.3: Example scenario of concept# 2 

The above concept is illustrated in Fig 8.4. 
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Fig 8.4: Bluetooth™-to-Ethemet/WLAN(Ad Hoc Mode) interoperation via SDP 
(Future Version) and Bridge Concept 
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C.3 BluetoothTM..to-WLAN interoperation through infrastructure mode via SDP 
(/ilture version) and cascaded bridge concept 

Similar to Concept C.2, this technique could also be an extended version for 

interoperation of LAN, WLAN and Bluetooth™ networks. Here, the access point 

(AP) in the WLAN infrastructure mode could be specified as a bridge between the 

wireless station and the wireline Ethernet network. Consequently, a cascaded 

bridge concept applies towards the interoperation between Bluetooth™ network 

and the WLAN infrastructure mode. 

Fig 8.5: Bridging ofBluetooth™ and WLAN with a legacy wireline LAN 
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D. CDMA transmissions with random orthogonal polarization switching: A scheme 
to improve the bit-error performance in the indoor wireless networks (like 
Bluetooth™ and/or WLAN) 

An interesting research that can be pursued comprehensively could be on imposing a 

random orthogonal polarization on each packet transmitted in the CDMA scheme. That 

is, considering direct sequence CDMA, each pseudo-random sequence supported on the 

RF carrier can be sent on a randomly specified polarization of the RF wave. Likewise, 

with the frequency-hopped CDMA, each hopped frequency transmission can be placed on 

a randomly specified polarization of the EM wave. 

Considering the two orthogonal polarizations, namely, vertical and horizontal, the 

random selection of polarization indicated above would refer to a Bernoulli process. 

The basis for the above suggestion is, that, the polarization switching could reduce the 

effects of fading and other propagation impairments prevailing in the in-door 

environments [8.3]. Theoretically, it can be expected that an improved performance vis-a-

vis EMI environment in the CDMA transmissions could be of 3 dB, when the two 

orthogonal polarizations adopted, randomly. This results from the heuristics of proneness 

of EM propagation otherwise set on a single polarization. 

The scheme described above can also be extended to defeat the EMI from microwave 

oven on Bluetooth™ as follows: Whenever, the oven is on, the Bluetooth™ 0 enabled 

oven (acting as a master) can alert the (slave) Bluetooth™ transreceivers operating in the 

vicinity to change their polarization of communications to horizontal. (As indicated in 

chapter, the present research indicates that microwave leakage from the ovens is largely 

vertically polarized). Hence, if the Bluetooth ™ communication links adopt horizontal 

polarization, the extent ofEMI will be reduced. 
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The abovesaid scheme is a strategy parallel to that described in Chapter 3. But, 

instead of power-control, the Bluetooth™ 0 enabled microwave oven could perform 

polarization controL No such control effort has been suggested in the literature so far. 

Hence presented below is a detailed comprehension of the technique proposed. 

Consistent with the two aforesaid considerations, the proposed scheme of imposing 

polarization-switching could be designed with the following polarization-switching 

schedules: 

• When the microwave-oven is not turned-on, the Bluetooth ™ transmissions in the 
vicinity could i.1npose a random polarization-switching on the hopped-frequency 
events with a symmetric Bernoulli statistics (50% vertical polarization and 50% 
horizontal polarization). This would improve the transreceive performance of 
CDMA transmissions, which otherwise could suffer relatively more propagation 
related impairments in the indoor environments ofthe Bluetooth™ operation with 
a single polarization. 

• Whenever, the microwave-oven is turned on (posing, unintentional leakage of 
microwave energy prevailing in the ambient), the Bluetooth™ communications in 
the vicinity could resort to an asymmetric Bernoulli process of random 
polarization-switching imposed on their hopped-frequency transmissions. The 
asymmetry proposed refers to adopting largely horizontal polarizations (say, 90%) 
and the other 10% being vertical polarization. As mentioned before, this 
predominance of horizontal polarization imposed on the Bluetooth ™ 
transmissions will prescribe a diversity against the EM waves of the microwave 
leakage from the oven, (which are significantly vertically polarized as stated 
earlier). 

Implementation 

Now, the question is how to implement the proposed scheme. It involves three major 

technological considerations: 

1. A hardware requirement of facilitating orthogonal polarizations on the hopped
frequency EM waves of the Bluetooth™ transreceivers 

2. Compatible antenna structures on the transreceivers to allow the required 
(switched) polarizations 
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3. A scheme to alert the Bluetooth™ units to impose predominant horizontal 
polarizations on their transmissions, whenever there is a microwave-oven 
operating in the vicinity. 

The first and the second requirements as above could be essentially implemented by 

using the relevant concept of diode-switching facilitated on a pair of orthogonal antenna 

structures [8.3]. That is, the antennas when switched, could radiate (or receive) vertically 

or horizontally polarized waves; and such a switching can be randomly done with triggers 

applied through steering diodes attached to the orthogonal antenna structures. 

(Alternatively, the transreceive antennas could be configured as circularly-polarized 

structures, so that they have the capability to transmit or receive either vertically or 

horizontally polarized waves). 

The third design consideration of alerting the Bluetooth ™ units to assume 

transmissions mostly in horizontally polarized plane can be done as follows: First, the 

microwave-oven can be made Bluetooth™-enabled. This would allow the oven whenever 

switched-on, to function as a master and alert the other Bluetooth™ units (slaves) in the 

vicinity to resort to sending (their) transmissions predominantly in the horizontal 

polarization via appropriate steering through diode-triggering done at the antenna 

structure. 

This method of adopting a Bluetooth™-enabled microwave oven is similar to the 

technique proposed by the authors in [8.4], except that in the present case the "'master'' 

(oven) communicates to "slaves" to control their polarization of transmissions. This is 

different from the scheme of [8.4], in the sense that in [8.4], the relevant command refers 

to a power-control (and not a polarization control). That is, in [8.4] the Bluetooth™ units 

are "advised" by the (Bluetooth-enabled) oven to increase their carrier power to achieve 
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a higher carrier-to-interference ratio, so as to mitigate the EMI arising from the 

unintentional microwave leakage from the oven. 

The present scheme of proposing a polarization-control (in lieu of the power-control 

strategy of [8.4]) could be justified by an analysis. A summary of relevant heuristics is 

presented below. 

Analysis of imposing random polarization-switching on frequency-hopped CDMA 
transmissions 

The Bluetooth™ communications are specified to use frequency-hopped spread-

spectrum transmissions. Further, the Bluetooth™ radio chip uses the GFSK modulation 

(with a modulation index between 0.28 and 0.35 in order to balance the effect of in-band 

interference between bit "0" and bit ''1") and a 0.5 WT8 factor on the Gaussian filter 

(where, WTs is the time-bandwidth product ofthe filter-response). 

The time-domain response g(t) of the Gaussian filter can be specified by a transfer 

function, which in reference to a rectangular pulse of unit ampli~de and duration T s 

(centered at the origin) at the input, is given by [8.5]: 

g(t) =.!.[errc(7t ~WT8(-t _.!.)) -erfc(7t [T" WT8(-
1 

+.!.))] 
2 1jk;g2 Ts 2 v~ TB 2 

(8.1) 

In essence, this pulse response of the filter enables a trimming of the spectrum of the 

rectangular pulse at the OMSK modulator. Consequently, the waveform of the pulse can 

be specified in terms of the (dimensionless) time-bandwidth product WT 8 , which plays 

the role of a design parameter as illustrated in Fig.8. 7. 
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Fig.8.7: Pulse shape ofthe output from the Gaussian filter (with various WTs parameters) 
for a rectangular pulse input 

From Fig. 8.7, it can be observed that a rectangular pulse passing through a Gaussian 

filter spreads out of the bit duration time (-T p)2 to + T 8 /2) resulting in a degradation 

factor ( v ), which can be defined as the ratio between the pulse energy at the output of the 

Gaussian filter over the interval - T 8/2 to + T s/2 and the original bit energy of the 

rectangular pulse at the input. That is, 

+Ts/2 
v =[(11N0 ) fg(t) dt] I [Eb /N0 ] 

-Ts/2 
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The bit error probability P e in reference to the GFSK scheme, can be written in a 

general form (to specify the BER) as follows [8.6]: 

(8.3) 

b = v Eb /N 0 (1 + Jl-IPI2) ; 
2 

lpl --1 sin_: ~f 1--1 sin1t(h1t. h) I ,· II.I.Ll. h is the modulation index; Q(a,b) : Marcum's Q-function; 

I0(a,b) : Modified Bessel function of order zero; and, Et/No is the signal energy to noise-

power ratio. 

Using the expression for the BER of Eqn. (8.3), the frame error rate (FER) in ACL 

packets of Bluetooth™ transmissions can be ascertained for different formats of the 

packet structures. The seven kinds of which are indicated in Table 8.1. 
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Table 8.1: ACL packets ofBluetooth™ 

Type User Payload Maximum overall packet size FEC CRC 
payload header (Bits) (16 bits) 
(BY!_es) 

DM1 0-17 1 ((17+1)x8+16) x3/2=240 2/3 Yes 

DH1 0-27 1 (27+1) x8 + 16 = 240 No Yes 

DM3 0-121 2 ((121+2) x8+16) x3/2 =1500 2/3 Yes 

DH3 0-183 2 (183+2) x8+16 = 1496 No Yes 

DMS 0-224 2 ((224+2) x8+16) x3/2 =2736 2/3 Yes 

DHS 0-339 2 (339+2) x8+16 = 2744 No Yes 

AUX1 0-29 1 (29+1) x8 = 240 No No 

. . 
ACL: Asynchronous Connecnonless; FEC: Forward Error Correction 
CRC: Cyclic Redundancy Check 
OM: Data-Medium Rate (l, 3 and 5 depict time-slot lengths) 
DH: Data-High Rate (l, 3 and 5 depict time-slot lengths) 

In reference to AUXI packet, there are no FEC and CRC. It means that no error 

correction and/or detection is facilitated. Therefore, the whole packet may fail whenever 

a single bit error occurs in the packet. For DHI, DH3, and DHS packets, a set of 16 CRC 

bits are included per packet. But these CRC bits would enable only an error-checking 

(through the ARQ scheme), and they do not offer any error correction. Hence, both AUX 

as well as DH packets do not have the capability for error corrections. Therefore, such 

packets will be discarded, if a single bit error occurs and the corresponding frame error 

probability (FER) can be written as: 

225 



FERGFSK (AUX1/DH packet)= 1-(1- per (8.4) 

where n is the number of bits in a AUX1 or a DH packet 

In reference to a DM packet, the information payload plus the CRC bits are encoded 

with a rate 2/3 FEC, which adds 5 parity bits to every 1 O-bit segment of the codeword as 

illustrated in Fig.8.8. This code can correct all the single bit errors in each codeword. 

Since the encoder operates with information segments oflength 10, a set oftail bits (with 

value zero) may have to be appended after the CRC bit. Further, the total number of bits 

to be encoded, (that is, payload header, user data, CRC, and tail bits) must be a multiple 

of10. 

t..._ 1 0+5 bits ~,. 1 0+5 bit~ 
r---codeword Codeword 

#1 #2 

OM packet 

L._ 1 0+5 bit~ 
r---codeword 

#m 

Fig. 8.8: The codeword section in DM packet 

The probability of error in the DM packets (with each codeword having the capability 

to correct the single bit errors), is given by: 

(8.5) 

where P e is the probability of bit error rate, P c is probability of codeword error rate. The 

corresponding probability of frame error rate is given by: 

FERGFSK (OM packet)= 1-(1-Pc)m (8.6) 
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with m being the number of codewords in a packet. 

Now, the FE~FSK performance of Bluetooth ™ communications in the presence of 

unintentional microwave leakage from an oven can be considered: As discussed by the 

authors in [8.4], the causative mechanism for the relevant FERaFsK is due to a packet 

being in a hopped-frequency range that falls in the duration in which the microwave oven 

leakage prevails. It is, therefore, decided by the considerations relevant to the Ei/No ratio 

of the GFSK discussed earlier. 

Suppose a random polarization-switching IS imposed on the frequency-hopped 

transmissions of Bluetooth ™ as proposed in this paper. Since the microwave leakage is 

predominantly of vertical polarization, in the event of a coincidence of the spectral 

window of microwave leakage and a Bluetooth ™ hopped-frequency spectrum takes 

place, a frame error could be anticipated only when the polarizations of both 

electromagnetic waves (of microwave leakage and Bluetooth™ transmission) are 

identicaL If a brute-forced, polarization-switching is adopted for the Bluetooth™ 

transmissions (so as to be diverse from that of microwave oven leakage), the resulting 

FER will be reduced by a weighting factor (< 1) achieved through this polarization 

diversity. Hence, the resultant FER of Bluetooth™ transmissions can be specified as 

FERaFsK x FERp where FERp is the polarization-imposed weighting factor. 

Hop Selection Superimposed with Polarization-Switching 

For the proposed scheme of using orthogonal polarization-switching superimposed on 

the frequency-hopped CDMA packet-transmissions, the following considerations on 

implementation strategy are suggested, commensurate with the existing scope of 

Bluetooth ™ specifications. 
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If the proposed polarization-switching is to be designed, its major circuit (to control 

the polarization-switching) should be consistent with the Bluetooth ™ baseband/radio 

specifications. Accordingly. the following two feasible approaches are indicated: 

l. Synchronous polarization-switching: In this case, the transmitter and the 
receiver units will be hopped in frequency and switched to identical 
polarizations synchronously. This scheme can be improvised by considering 
the output of the frequency-hop selection process and extending it through an 
algorithm to include the polarization-switching (selection). For example, the 
vertical polarization can be applied whenever odd-number designated, random 
frequency channel hopping occurs; and, the horizontal polarization can be 
applied whenever even-number designated, randomly hopped, frequency 
channel is used. The existing frequency-hopping scheme of Bluetooth ™ 
technology is illustrated in Fig. 8.9(a); and, the modified scheme to include 
polarization switching is depicted in Fig. 8.9(b). 
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Fig. 8.9(a) Existing frequency hop selection scheme based on Bluetooth™ specification 
Vl.Ob [8.7] 

(b) Hop selection scheme superimposed with polarization-switching 
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., 

A block diagram of a Bluetooth™ radio using frequency-hopping superimposed 
with polarization-switching and GFSK modulation is illustrated in Fig. 8.10. 

(a) 

Binary Data ~I~J-~-.t 
Gaussian filter 

Master's 
Address 

Clock 

(b) 

79/23 mode 

Hop Selection 
superimposed with 

Polarization-Switching 

Spread Spectrum 
Signal______. 

79/23 mode • Hop Selection 
superimposed with 

polarization-switching 

andpass Spread spectrum 
filter 1------o• signal 

Frequency-hopped 
and 

polarization
switched 

carrier output 

Frequency-hopped 
polarization

switched 
carrier output 

Fig. 8.10:Bluetooth™ units with polarization-switching plus frequency hopping of 
packet transmission capability. (a) Transmitter and (b) receiver 

2. Unsynchronous polarization-switching: In this scheme, only the transmitter 
unit will perform the added polarization-switching (as per some Bernoulli 
random process schedule). The receiver unit would then be facilitated with 
either an orthogonal set of antennas or a circularly polarized antenna. The 
polarization diversity will dictate a decision unit to choose appropriate 
polarization of the received signal in order to get the maximum carrier-to
interference ratio . 
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Common to both schemes as above, the polarization-selection should be done on 

packet-by-packet basis (similar to the frequency-hop selection). 

As indicated before, by the author in [8.4], the strategy proposed to overcome the 

influence of EMI due to unintentional leakage from a microwave oven was to make the 

oven itself Bluetooth-enabled, so that whenever, the oven is on, it would alert the nearby 

(other) Bluetooth units to increase their power levels of transmissions. That is, the 

microwave oven would transmit a ''warning signal" to other Bluetooth devices in the 

vicinity to increase their power level so as to alleviate the interference from the leakage 

of EM energy from the oven. However, such a scheme (Fig.8.11) of carrier power 

enhancement may cause interference at other Bluetooth devices in the adjacent piconets 

(due to the enhanced carrier level envisaged). 

Susceptible Bluetooth unit 
(outside the piconet) 

a ~le Bluetooth unit 

Piconet suffering microwave-oven 
induced EMI 

(outside the piconet) 

~ 

Fig. 8.11: Possibility ofBluetooth™ units (x) becoming susceptible to interference from 
the adjacent piconets facilitated with higher carrier levels (to mitigate 
microwave-oven dictated EMI as per [8.4 ]). 
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On the contrary, the present method of using polarization-switching by a command 

from a Bluetooth™-enabled microwave oven would not cause such interference effects in 

the adjacent piconets. The flow-chart of the proposed sequence of network operations 

involving a Bluetooth ™-enabled microwave oven acting as a "master" to control the 

polarization-switching under discussion is illustrated in Fig. 8.12. 
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Fig. 8.12: Flow-chart of the proposed network 
(P-S: Polarization-switching) 
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Simulations and results on polarization-switched FH-CDMA scheme 

Simulation studies were performed to ascertain the resultant FER in typical 

Bluetooth ™ systems improvised with the proposed polarization-switching. The data on 

microwave oven spectral windows of the leakage were assumed as those available in 

[8.2]. Hence, relevant FERp were computed assuming the random polarization-switching 

as a Bernoulli process. As discussed earlier, two statistical scenarios were presumed: 

Case 1 - this refers to a symmetric Bernoulli process in which the random imposition of 

vertical and horizontal polarization were proportioned as 50% - 50%; and, Case 2: Here, 

the horizontal polarization is made dominant (90%) against the vertical polarization 

(10%). Tables 8.2(a) and 8.2(b) show the computed results. 

The GFSK-specified (that is, Et/N0 -dependent) FERJFsK is computed using the 

analytical results furnished earlier (Eqns. (8.4) to (8.6)). Hence, the resultant FER as a 

function of Et/No for the ambients using two versions of microwave oven are presented in 

Figs. 8.13 and 8.14. 
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AC 
supply 

50 Hz/ 

220V 

60Hz/ 

110V 

Table 8.2(a): Simulated results on frame error rate (FERp) 
(Microwave oven: Type -Turntable facilitated) 

Food- Frequency- window Frame error rate (FERp) 
load ( .M) of interference No Case 1 Case2 

on the channel : Polarization 
GHz/Ch.# switching 

Empty (2.438-2.460) on 0.1106 0.0554 0.0092 

Ch.36-Ch.57 

Popcorn (2.425-2.445) on 0.1032 0.0518 0.0095 
Ch.23-Ch.42 

Water (2.412-2.475) on 0.3258 0.01597 0.0304 
Ch.l 0-Ch. 73 

Empty (2.438-2.460) on 0.1337 0.0663 0.0158 
Ch.36-Ch.57 

Popcorn (2.425-2.445) on 0.1228 0.0651 0.0125 

Ch.23-Ch.42 

Water (2.412-2.475) on 0.3855 0.1937 0.0426 

Ch.1 0-Ch. 73 

Case !:Vertical and horizontal polarization are equally proportioned (50%-50%)in the 
random switchi.llg 

Case 2:Horizontal polarization is dominant (90%) as against vertical polarization (10%) 
in the random switching 
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Table 8.2(b): Simulated results on frame error rate (FERp) 
(Microwave oven: Type - Stirrer facilitated) 

Food- Frequency- Frame error rate (FERp) 
load window (.6.±) of 

interference on No easel Case2 
the channel : Polarization 
GHz/Ch.# switching 

Empty (2.435-2.453) on 0.1460 0.0706 0.0138 
Ch.33-Ch.50 

(2.460-2.4 70) on 
Ch.58-Ch.67 

Popcorn (2.438-2.466) on 0.1425 0.0681 0.0155 
Ch.36-Ch.63 

Empty (2.435-2.453) on 0.1676 0.0827 0.0168 
Ch.33-Ch.50 

(2.460-2.4 70) on 
Ch.58-Ch.67 

Popcorn (2.438-2.466) on 0.1727 0.0861 0.016 

Ch.36-Ch.63 

Case l:Vertical and horizontal polarization are equally proportioned in (50%-50%) the 
random switching 

Case 2:Horizontal polarization is dominant (90%) as against vertical polarization (10%) 
in the random switching 

The analysis shown and the simulated results gathered indicate a reduction in the 

resultant FER of Bluetooth™ packet transmissions (especially at low Et/No as could be 

evinced from Figs. 8.13 and 8.14) as a result of the proposed random polarization-

switching. Hence, the scheme advocated here offers a viable strategy to mitigate the 

invasion of EMI from devices like microwave ovens on Bluetooth™ systems. This 

polarization-switching method can be regarded as better than the power-control strategy 
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proposed by the authors in [8.4]. The present technique not only offers no influence on 

adjacent piconets, but also takes advantage of polarization-diversity specified 

performance improvements of indoor wireless transmissions. This scheme can also be 

supplemented with circularly-polarized passive reflector deployments in the indoor 

environments as suggested in [8.3]. In general, the proposed concept can be extended to 

any CDMA transmissions (either hopped-frequency or direct-sequence version) and 

could be adopted for outdoor cellular and/or other indoor technology, such as WLAN. 

8.8.2 Scope for fUrther studies on CDPD and related topics 

A. Information-theoretic aspects of packet delay in CDPD (with channel reservation 
for data call) 

This is a suggested extended study on the topic presented in Chapter 5. Suppose a 

reservation on AMPS channel is done for data The number (y) of such reservation 

channels should be less than p (y < p). This reservation channel would decrease the 

blocking probability (P8); and, y parameter would affect directly Pa and Pb. The resulting 

modified Eqns. (5.15) and (5.16) are as follows: 

P -(a. -P -y) (a._ p -y )a p(a.-13-y)-a 
a- (a.-13-y) a a. (8.7a) 

(8.7b) 

With y being the number of reserved channels for the data calls, the same algorithm of 

Chapter 5 for calculating the CDPD performance namely the expected value of data calls 

lost (Eqn. (5.7)), Little's mean delay (Eqn. (5.9)), and the average information loss (Eqn. 
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(5.8)). A future study outlined here refers to evaluating the CDPD performance with the 

AMPs channel has reservation for data calls. 

B. Hopping probability 

Hopping takeS!<iplace whenever a data channel is preemptied by an AMPS call and a 

channel is made available to be hopped in. Corresponding to the incoming a voice calls 

and b data calls, suppose b < 13 and a> (a.-b). It means that the voice calls are in excess 

of (a.-b). which hold the priority and will try to preempty the data calls to an extent of 

a-( a.-b). Therefore, the conditional probability that a data call may face a preemption by 

a voice call is: 

P(PE/b) =[a -(a.- b)}lb (8.8) 

where PE refers to the epoch of a data call being prreemptied 

This preemptied-by-voice call situation faced by a data call would force the data call 

to hop into the free channel made available; Otherwise, the data call will be delayed until 

a channel becomes free. Therefore, hopping occurs under the condition that, 

p(h/b) = p(h/PE }p(PE /b) (8.9) 

where h refers to the epoch of hopping ; and, p(h/b) is the conditional probability that 

hopping occurs when there are b data calls in progress. Further, the conditional 

probability that an hopping is facilitated under preemption situation can be written as 

p(h/PE )= p(h/F}p(F/PE) (8.10) 

where p(h/F) is the conditional probability of hopping being made feasible given that an 

AMPS channel is free; and, p(F /PE) is the conditional probability of a free channel made 

available when preemption occurs. 
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Using Eqns(8.9) and (8.10), one has: 

p(h/b) = [p(h/F )p(F /PE )]p(PE /b) (8.11) 

Suppose a call is constituted by a total of M bits. Let the maximum length of the 

sustainable packet in a call h (including the packet header) be Kmax· Further, let the 

(fixed) number of bits per header in a packet be nH. Hence, the total number of bits is 

then given by [8.9]: 

(8.12) 

where [x] is the smallest integer greater than or equal to x. 

Consideringj equal capacity channels, an optimum packet size required in respect of 

the expected number of calls, E[M] is given by [8.1 0]: 

(8.13) 

In reference to CDPD, the expected a voice calls are equally likely shared by a, 

AMPS channels. Hence, the optimum size ofthe voice packets is given by 

l 

Kv{a,a) = nH v + ' bits [
anH y]2 

' a-1 
(8.14) 

where nH.v is the number of bits in the header of a voice call packet. Similarly, 

considering an expected value of data calls, b shared by ~ AMPS channels, the optimum 

size of the data call packets is given by 
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I 

( 
[

bnH o]2 
Ko b,f3) = nH,D + f3 _·

1 
bits (8.15) 

where nH.D is the number of bits in the header of a data call packet. 

C. Data call smoothing scheme 

Suppose Pso is the service probability that the data traffic experiences at the mobile 

database station (MDBS); anc4 the high priority traffics, namely, voice calls have a 

corresponding service probability, Psv- (The service involved refers to the provide an 

access to the AMPS channel to incoming voice or data call). 

The mean number of AMPS channels required so that and incoming head-of-line data 

call gets the service of being transported on an AMPS channel is E[c] = 1/Pso. When a 

data call does not receive such a service, the condition as stated earlier refers to blocking; 

with a probability, Ps. After a data call is served, the mean number of AMPS channels 

that prevails before the arrival of a fresh data call is (l-P8 )/ P8 . In steady state, 

(I-P8 ) 1 1 
...:..____:::::.;.+ --= --

Ps Pso Ao 
(8.16) 

where Ao is the arrival rate of data calls and 11 Ao is the interarrival time of the data calls. 

Assuming the random number of data calls arriving per unit time as x0 , then (1-Ps)xo 

access on the AMPS channels. Denoting (1-Ps)xo = y , then the expected number of 

AMPS channels for unit time accessed by the data calls E[ c] corresponds to a steady-state 

distribution of accessibility to AMPS channels perceived by the data calls. The relevant 

pdf can be specified as follows: 
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P {y)- xo 
[ 

I ][ ]y 
0 

- G\f'rc(Y) {xo +xv) 
(8.17) 

where Xv is the random number of voice calls. It should be noted that xo < xv, (xo) = b 

and (xv) =a. Further, 

y 
qsrc(Y)= fl\f{r) (8.I8) 

n=l 

. . [ I J ~ [x%o+xv)Jv 
where"'P{r)Isgivenby\f'(r)=rln I+{ ) andG=I+v-I () 

r -I + P8 qs rc v 

Hence, E[c] is given by: 

y 1 
E[c]= Lvp0 {v)=-

v=l Pso 
(8.I9) 

For a given random set of { xo, xv} with the constraints Xv > Xo; max Xv = a; 

max xo =b, Eqn. (8.I6) can be rewritten as : 

(8.20) 

Therefore, P8 (x0 ,xv) can be computed as follows: 

p (x x )= B{Eo(xo113} (1-P) 
B D• V * r 

1-BPr {Eo(x0 113} 
(8.21) 

(8.22) 

(8.23) 
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From the above considerations, Ao can be decided. It refers to a smoothed data call 

traffic for optimal transfer onto the AMPS channels. A suggested scheme of 

implementation is depicted in Fig. 8.15. 

Voice ~ 
---------------/~1 

Packets 

Data 

Packet 

Ao 
calls/se 

- .. ,_,"II~ 

i \ Traffic 

AMPS channels 

i 

MDBS 

Smooting 
Ao calls/sec=> Ao x Ko(b,J3) packets/sec 

Fig. 8.15 MDBS with traffic smoothing algorithm 

D. Integration between Mobile IP and CDPD 

The operation of CDPD is relies on the host mobility. However, this mobility should 

not be confused with the portability concept because the computing activities in the 

mobility concept are not disrupted when the user changes the computer's point of 

attachment to the internet. Instead, all the need for reconnection occurs automatically and 

noninteractively. 

The mobile computing offers many advantages. Confident access to the internet 

anytime, anywhere helps the users free from the ties that bind them to our desktops. 

Considering how cellular phones has given people new freedom in carrying out their 
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work untied by wires, the entire computing environment also has the potential to have 

that flexibility through mobile computers. 

Such a mobile computer, however, needs to have a stable IP address in order to be 

stably identifiable to other Internet computers. The mobility capability is not needed, if 

the address is fixed all the time because of the stable routing to the mobile computer. 

The major difference between Mobile IP and CDPD is that the roaming capability is 

supported in data link layer for CDPD and network layer for Mobile IP. The fact that 

CDPD is developed based on the early version of Mobile IP, there are many similarities 

between them along with some differences. 

CDPD is conceptually a closed network; that is, the CDPD internetwork is only a 

collection of service provider networks and can not support other data links. 

Since, the AMPS analog mobile system is being replaced with the advanced digital 

mobile such as 3G, 4G, or SG system, the mobile IP concept seems to be the major future 

mobile computing facility. That is, the 19.2 kbps on CDPD over current AMPS will be 

serviced by with the future broadband wireless computing system. 

Hence an interoperability between CDPD and mobile IP is necessary for the data 

service support migration plan from the current CDPD to the broader bandwidth network 

(to be specified in future as IEEE Standard 802.16). 
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In view of the above, it is suggested that a comprehensive protocol structure can be 

realized for the integration of Mobile IP and CDPD. A possible strategy is shown in 

Fig. 8.16. 
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8.9 Executive Summary of the Research 

The topic of research, namely "A Study on B/uetooth™ and Mobile IPICDPD 

Technologies: Performance Considerations and EMURFI Implications" is a devoted 

effort on a pair of prevailing and forthcoming wireless technological strategies of modem 

telecommunications. 

The research tasks performed and reported chapterwise in this dissertation can be nut-

shelled as follows: The objectives and scope of the efforts as reflected in the topic of the 

research are elaborated in Chapter I with specific details and necessary background 

considerations. The associated literature survey is also furnished thereof. 

Chapter 2 is written to offer a compendium of details on the technological 

perspectives, descriptions, standards and application profiles of the two wireless systems 

under study, namely, the Bluetooth™ and the CDPD. Thus, an overview of the subject-

matter is available to the reader to appreciate the purpose of the research performed. 

In Chapter 3, the Bluetooth ™ system is considered and the possible invasion ofEMI 
, . 
.: 

such as the unintentional leakage of microwave energy from (microwave) ovens, is 

identified. Relevant implications and impairments of system performance are indicated. 

As a mitigatory solution, it is suggested to make the microwave oven itself a Bluetooth ™ 

partner so as to command the Bluetooth™ communication systems in the vicinity in 

order to control the RF powers of transmission. This is shown to alleviate the possible 

impairment and increase the robustness of communications. 

Further considerations to model analytically the packet-loss probability in 

Bluetooth™ communications subject to EMI from microwave ovens are presented in 

247 



Chapter 4. Rigorous analytical approach is pursued thereof to track the coincidence 

probability of microwave-oven leakage spectrum and the hopped frequency windows of 

the Bluetooth ™. Hence, the packet-loss statistics is ascertained 

Chapter 5 and 6 are devoted to the CDPD system. Essentially, the study addressed 

includes analytical modeling of the statistics of the data packets availing (or seizing) the 

AMPS channels (whenever AMPS channels become free). The criticality of such seizures 

and the associated probability of data packet blocking are evaluated in Chapter 5. 

Relevant considerations are extended in Chapter 6 by taking into account the possibilities 

of impulse noise invading the system. Such noise influences are regarded as menace in 

creating logic upsets in the time-crucial seizure of AMPS channels by the data packets. 

With the inevitable prevalence of EMI and RFI, what should be the shielding 

considerations in wireless related systems? This question is judiciously reviewed and 

appropriately answered in Chapter 7. Possibilities of using exotic, composite EM 

materials towards shielding are suggested. 

This chapter (Chapter 8) summarizes the results and poses open-question for future 

studies. 

8.10 Concluding Remarks 

This research as reported in this dissertation was conceived to address salient 

issues on specific wireless technologies namely, the Bluetooth ™ and the CDPD systems. 

The focus on the research deliberated refers to EMIIRFI considerations on these systems. 

First, the associated problems are identified and then remedial measures are suggested. 

The study has also enabled identifying certain open-questions for future studies. With the 
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growing interest in wireless technology such questions offer immense scope for more 

studies. The present work may well serve as the foundation for relevant efforts. 
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Appendix 4.1 

MatLab TM codes used for the computations of Chapter 4 

(A) Frequency pulse shaping and decrement factor from Gaussian filter 

(B) Probability ofbit error for noncoherent detection FSK in Eqn. (4.3) 

(C) Frame error rate in various kind ofBluetooth™ packet 

(D) Frequency-hopping in Bluetooth™ 

(E) Bluetooth™ frame error rate under microwave oven environment 
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(A) 

clear all; 
i=l; 
ind=1; 
for WTb=0.1 :.1:1000 

attrib=pi*sqrt(2/log(2))*WTb; 
t=-5:.01:5; 
front_p=O.S*erfc(attrib*(t-0.5)); 
back_p=0.5*erfc(attrib*(t+0.5)); 

%Calculate the response from Equation 4.1 
g=front_p-back_p; 
if (i-3)1(i=5)1(i= 1 O)l(i= 1 0000), 

keep(ind,: )=g; 
ind=ind+1; 

end 

end 

sigma=llattrib; 
%find degradation 
Energy(i)=sum(g( 451:551 ))/1 00; 
i=i+1 

plot(t,keep(1 ,: ),t,keep(2,: ),t,keep(3,: ),t,keep( 4,:) ); 
WTb=0.1:.1:1000; 
figure(2) 
plot(WTb,Energy) 

(B) 

clear all; 
endpoint=100; %infinity reference 
nu=[1,0.8,0.8]; %Degradation Factor when BT=0.5 
mod_inx=[0.5,0.5,0.3]; 
for i= 1 :size( mod_ inx,2) 

index=O; 
for d.BEbNo=O:.l:l5 

index=index+ 1; 
EbNo=10"(dBEbNo/10); 
rho=sinc(mod _inx(i) ); 
gamma=nu(i)*EbNo; 
dummy=sqrt(l-(abs(rho)"2)); 
a=sqrt(gamma*(1-dummy)/2); 

b=sqrt(gamma*(1 +dummy)/2); 
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Io=besseli(O,a*b ); 
sum_In=O; 
for n=O: 1 :endpoint 

sum_In=sum_In+((afb)"n)*besseli(n,a*b); 
end 
dum_ error=(2 *sum_ In)-Io; 
front_dum=exp(-0.5*((a"2)+(b"2)))/2; 
Pe(index)=front_ dum *dum_ error; 

end 
GFSK(i,:)=Pe; 

end 
%Theoretical FSK 
index=O; 
for dBEbNo=0:.1 :15, 

index=index+ 1; 
EbNo=1 0"( dBEbNo/1 0); 
FSKPe(index)=O.S*exp( -O.S*EbNo ); 
GFSKPe(index)=0.5*exp(-0.5*EbNo*nu(2)); 

end 
dBEbNo=0:.1:15; 
plot(dBEbNo,FSKPe,'r',dBEbNo,GFSKPe,'b',dBEbNo,GFSK(1,:),'k',dBEbNo,GFSK(2,:), 
'y-',dBEbNo,GFSK(3,:),'g+') 

(C) 

clear all; 
endpoint=100; %infinity reference 
nu=0.8; %Degradation Factor when BT=0.5 
number=[240,1496,2744]; %Number of bit in packet 
mod_inx=0.32; 
for i=1 :size(number,2) 

index=O; 
for dBEbNo=10:.1:25 

index=index+ 1; 
EbNo=lO"(dBEbNo/10); 
rho=sinc(mod_inx); 
gamma=nu*EbNo; 
dummy=sqrt( 1-( abs( rho )"2) ); 
a=sqrt(gamma*(l-dummy)/2); 

b=sqrt(gamma*(1 +dummy)/2); 
Io=besseli(O,a*b ); 
sum_In=O; 
for n=O: 1 :endpoint 
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sum._In=sum._ln+((a!b)"n)*besseli(~a*b); 

end 
dum._error=(2*sum_ln)-Io; 
front_ dum.=exp( -0.5*((aA2)+(b"2) ))/2; 
Pe(index)=front dum.*dum. error; - -
FrameError(index)= 1-binocdf(O,number(i),Pe(index) ); 

end 
%GFSK(i,:)=Pe: 
FER_Prob(i,:)=FrameError; 
end 
dBEbNo=l0:.1:25; 
plot(dBEbNo,FER_Prob(l,:),'b:x',dBEbNo,FER_Prob(2,:),'k
',dBEbNo,FER_Prob(3,:),'k+') 

(D) 

Clear all; 
prompt={'Enter the clock ticking start(? digits in Hexadecimal Base)','Enter the ULAP 
(Last 4 ditgits UAP and LAP:8 digits in Hexadecimal Base)'}; 
def={'OOOOO 1 0' ,'00000000'}; 
dlgTitle='Bluetooth 30 Frequency Hopping in Connect State'; 
IineNo=l; 
answer=inputdlg(prompt,dlg Title,lineN o,det); 
clock=str2mat( answer(!)); 
address=str2mat( answer(2) ); 
for i=l:30 

hop_ sequence(i)=freqhop( clock,address ); 
pre_ clock=hex2dec( clock); 
clock= dec2hex(pre _clock+ 2, 7); 

end 
Title=('30 Frequecy Hopping Sequence'); 
message=strcat('ULAP:',answer(l),'clock:',answer(2),' 
r ,'sequence:' ,mat2str(hop-sequence)); 
msgbox( message, Title); 

% function for frequency hopping (freqhop.m) 

function Hop_ Channel=freqhop(Clk, ULAP) 
%Find the Bluetooth freqhopping channel in Connection state between 0-79 
%From assign Clock ticking #number (7 digits in Hexadecimal Base) 
% and ULAP address { 8 digits in Hexadecimal Base) 
%Example: Clock ticking is OxOOOOO 10 and ULAP is OxOOOOOOOO 
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o/o>freqhop('OOOOO 1 0'.'00000000') 
% 
%Develop along the Bluetooth core specification LOB 
%By Jesada SivaraksGsivara@hotmail.com), Florida Atlantic University 
%Last Update: September 25.2000 

%Define Clock from Hex input to binary output 
Clk27=dec2bin(hex2dec(Clk(l )),4); 
Clk23=dec2bin(hex2dec(Clk(2)),4); 
Clk19=dec2bin(hex2dec(Clk(3)),4); 
Clk15=dec2bin(hex2dec(Clk( 4 )),4); 
Clk11 =dec2bin(hex2dec(Clk(5)),4); 
Clk7=dec2bin(hex2dec(Clk(6)),4); 
Clk3=dec2bin(hex2dec(Clk(7) ),4 ); 
%Define ULAP from Hex input to binary output 
ULAP31 =dec2bin(hex2dec(ULAP( 1) ),4 ); 
ULAP27=dec2bin(hex2dec(ULAP(2)),4 ); 
ULAP23=dec2bin(hex2dec(ULAP(3) ),4); 
ULAP 19=dec2bin(hex2dec(ULAP( 4) ),4 ); 
ULAP 15=dec2bin(hex2dec(ULAP(5) ),4 ); 
ULAP11 =dec2bin(hex2dec(ULAP(6)),4); 
ULAP7=dec2bin(hex2dec(ULAP(7)),4 ); 
ULAP3=dec2bin(hex2dec(ULAP(8)),4); 
CLK=strcat(Clk27,Clk23,Clk19,Clk15,Clk1l,Clk7,Clk3); 
Address=strcat(ULAP3 1, ULAP27,ULAP23, ULAP 19 ,ULAP 15,ULAP 11, ULAP7, ULAP3 
); 
X=bin2dec(CLK(22:26)); 
Y1 =bin2dec(CLK(2 7) ); 
Y2=bin2dec(CLK(27) )*32; 
%Define A 
for ind A=1:5 

AAA(ind _ A)=XOR(str2num(Address( 4+ind _A) ),str2num(CLK(2+ind _A))); 
end 
AAA=mat2str(AAA); 
AA=strcat(AAA(2),AAA(4),AAA(6),AAA(8),AAA(l0)); 
A =bin2dec(AA); 
B=Address( 10: 13); 
%Define C 
for ind C= 1 :5 

C(ind_C)=XOR(str2num(Address(22+(2*ind_C))),str2num(CLK(7+ind_C))); 
end 
%DefineD 
for ind_D=l:9 

D(ind_D)=XOR(str2num(Address(l3+ind_D)),str2num(CLK(l2+ind_D))); 
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end 
E=[ Address( 19),Address(21 ),Address(23 ),Address(25),Address(27),Address(29),Address 
(31)]; 
F=mod(bin2dec(CLK(l :21) )* 16, 79); 
%First addition operation 
A_add_X=dec2bin(mod(A+X,32),5); 
%XOR operation 
Z(l )=str2num(A _add_ X(l )); 
for ind 8=1:4 

Z(ind _ 8+ 1 )=bitxor( str2num(A _add_ X(ind _ 8+ 1 )),str2num(B(ind _B))); 
end 
%find C XOR YI 
control! =bitxor(C, Yl ); 
control2=D; 
control=[controll,control2]; 
%pemmtation 
ifcontrol(l),dummy=Z(3);Z(3) Z(4);Z(4)=dummy;end %Pl3 
if control(2),dummy=Z(2);Z(2)=Z(5);Z(5)=dummy;end %P 12 
if control(3),dummy=Z(2);Z(2)=Z( 4);Z( 4)=dummy;end %P 11 
if control( 4),dummy=Z(3);Z(3)=Z(l );Z(l )=dummy; end %PI 0 
if control(5),dummy=Z(2);Z(2)=Z(5);Z(5)=dummy;end %P9 
ifcontrol(6),dummy=Z(l);Z(l)=Z(4);Z(4)=dummy;end %P8 
if control(7),dummy=Z(2);Z(2)-Z(l );Z(l )=dummy;end %P7 
if control(8),dummy=Z(3);Z(3)=Z(5);Z(5)=dummy;end %P6 
if control(9),dummy=Z(2);Z(2)=Z( 4);Z( 4)=dummy;end %P5 
if control(! O),dummy=Z(l );Z(l )=Z(S);Z(S)=dummy;end %P4 
if control( II ),dummy=Z(l );Z(l )=Z(2);Z(2)=dumrny;end %P3 
if control(12),dummy=Z(3);Z(3)=Z(4);Z(4)=dumrny;end %P2 
if control(13),dummy=Z(3);Z(3)=Z(2);Z(2)=dumrny;end %P1 
ifcontrol(14),dummy=Z(4);Z(4)=Z(5);Z(5)=dummy;end %PO 
'%Second addition operation 
ZZ=mat2str(Z); 
Z_dec=bin2dec(strcat(ZZ(2),ZZ(4),ZZ(6),ZZ(8),ZZ(10))); 
Result=Z _dec+ Y2+bin2dec(E)+F; 
%indicate hopping channel 
ind _hop_ ch=mod(Result, 79); 
ifind_hop_ch < 40, 

Hop __ Channel=ind _hop_ ch *2; 
else 

Hop_Channel=((ind_hop_ch-40)*2)+1; 
end 
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(E) 
clear all; 
samples= I 0000; %number of sample 
mu=625; %mean of packet interval around l slot time (625 usee) 
packet_ interval=(2 *ceil( expmd(mu,samples, I )/625) )-1; 
packet_size=(2*unidmd(3,samples,l))-1; 
%Initialize the master address and Clock ticking start in Hexadecimal base 
ULAP='OOOOOOOO'; 
CLK_start=l6; %Time slot number rages from OxOOOOOOO to Ox7FFFFFF 
%The characteristic of master Packet: 
%[First Clock ticks of each packet,Packet size,Hopping channel] 
Packet_ char( I,: )=[CLK_ start, packet_ size( 1 ),packet_ interval(! ),freqhop( dec2hex(CLK _ st 
art, 7),ULAP)]; 
Clk _ ticks=CLK _start; 
for i=2:samples 

previous_period=packet_size(i-l)+packet_interval(i-1); 
Clk _ ticks=Clk _ ticks+previous _period; 

Packet_ char(i,: )=[Clk _ticks, packet_ size(i),packet _ interval(i),freqhop( dec2hex( mod(Clk _t 
icks,l34217727),7),ULAP)]; 
if mod(i, 1 00)=0, 

1 

end 
end 
%Generate Micro\vave Oven Encroaching 
ratio_active_period=0.48; %ratio between active and whole period of microwave oven 
Power0n_Time=16; 
if PowerOn Time<CLK start - -

PowerOn_ Time=CLK _start 
end 
PowerOff_ Time=PowerOn_ Time+ 192000; %2 min MW -oven run 
if PowerOff_ Time>Clk _ticks 

PowerOff Time=Clk ticks 
end 
%The window of Channel that is possibly susceptible from Microwave-Oven 
Start_MWch=36; 
Stop _MWch=63; 
%tind the packet that process during MW Oven power on 
index= I; 
count_packet=O; 
count_block=O; 
for index= I :samples, 
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if 
(PowerOn _Time<= Packet_ char(index, 1 ))&(PowerOff _Time>= Packet_ char( index, 1) ), 

count_packet=count_packet+ 1; 
%find possible blocked cell that are in microwa-ve range and time 
if 

(Start_ MW ch<=Packet_ char(index,4 ))&(Stop_ MW ch>=Packet_ char(index,4) )&(rand<= 
ratio_ active _period), 

count_ block=count_ block+ 1; 
end 

end 
end 
Blocking_ Prob=count_ block/count_packet 
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Appendix 5.1 

MatLab™ codes used for the computations ofCDPD performance 
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(A) 

clear all; 
i=1; 
ind=1; 
for WTb=0.1 :.1:1000 

attrib=pi *sqrt(2/log(2) )*WTb; 
t=-5:.01:5; 
front_p=0.5*erfc( attrib*(t -0.5) ); 
back _p=0.5*erfc( attrib*(t+0.5) ); 

%Calculate the response from Equation 4.1 
~ont_p-back_p; 
if (i 3)1(i=5)1(i=l O)l(i=l 0000), 

keep(ind,: )=g; 
ind=ind+1; 

end 

end 

sigma=l!attrib; 
%find degradation 
Energy(i)=sum(g( 451:551 ))11 00; 
i=i+1 

plot(t,keep(l ,: ),t,keep(2,: ),t,keep(3,: ),t,keep( 4,: )); 
WTb=O.l :.1 :1000; 
figure(2) 
plot(WTb,Energy) 

(B) 

clear all; 
endpoint=100; %infinity reference 
nu=[1,0.8,0.8]; %Degradation Factor when BT=0.5 
mod_inx=[0.5,0.5,0.3]; 
for i=1:size(mod_inx,2) 

index=O; 
for dBEbNo=0:.1:15 

index=index+ 1; 
EbNo=10"'(dBEbNo/10); 
rho=sinc( mod_ inx(i)); 
gamma=nu(i)*EbNo; 
dummy=sqrt(l-(abs(rho )"'2)); 
a=sqrt(gamma*(l-dummy)/2); 

b=sqrt(gamma*(l +dummy)/2); 
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Io=besseli(O,a*b ); 
sum_In=O; 
for n=O: 1 :endpoint 

sum_In=sum_ln+((alb)''n)*besseli(n,a*b); 
end 
dum_error=(2*sum_In)-Io; 
front_dum=exp(-0.5*((a"2)+(b"2)))/2; 
Pe(index)=front_dum*dum_error; 

end 
GFSK(i,: )=Pe; 

end 
%Theoretical FSK 
index=O; 
for dBEbNo=O:.l:15, 

index=index+ 1; 
EbNo=IO"(d.BEbNo/10); 
FSKPe(index)=O.S*exp( -O.S*EbNo ); 
GFSKPe(index)=0.5*exp(-0.5*EbNo*nu(2)); 

end 
dBEbNo=O:.l:15; 
plot(dBEbNo,FSKPe,'r',dBEbNo,GFSKPe,'b',dBEbNo,GFSK(1,:),'k',dBEbNo,GFSK(2,:), 
'y-',dBEbNo,GFSK(3,:),'g+') 

(C) 

clear all; 
endpoint=100; o/ointinity reference 
nu=0.8; %Degradation Factor when BT=0.5 
number=[240,1496,2744]; %Number of bit in packet 
mod_inx=0.32; 
for i=1 :size(number,2) 

index=O; 
for dBEbNo=10:.1:25 

index=index+ 1; 
EbNo=1 0"( dBEbNo/1 0); 
rho=sinc(mod _ inx); 
gamma=nu*EbNo; 
dummy=sqrt(1-(abs(rho)"2)); 
a=sqrt(gamma *(1-dummy)/2); 

b=sqrt(gamma*(1 +dummy)/2); 
Io=besseli(O,a*b ); 
sum_In=O; 
for n=O: 1 :endpoint 
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sum_In=sum_In+((a/b)"n)*besseli(n,a*b); 
end 
dum_error=(2*sum_In)-Io; 
front_dum=exp(-0.5*((a"2)+(b"2)))/2; 
Pe(index)=front dum*dum error; - -
FrameError(index)= 1-binocd.f(O,number(i),Pe(index) ); 

end 
%GFSK(i,:)=Pe; 
FER _Prob(i,: )=FrameError; 
end 
dBEbNo=10:.1:25; 
plot(dBEbNo,FER_Prob(l,:),'b:x',dBEbNo,FER_Prob(2,:),'k
',dBEbNo,FER_Prob(3,:),'k+') 

(D) 

Clear all; 
prompt={'Enter the clock ticking start(7 digits in Hexadecimal Base)','Enter the ULAP 
(Last 4 ditgits UAP and LAP:8 digits in Hexadecimal Base)'}; 
def={'OOOOO 1 0','00000000'}; 
dlgTitle='Bluetooth 30 Frequency Hopping in Connect State'; 
lineNo=l; 
answer=inputdlg(prompt,dlg Title,lineN o,def); 
clock=str2mat( answer( 1) ); 
address=str2mat( answer(2) ); 
for i=l:30 

hop_ sequence(i)=freq hop( clock,address); 
pre_ clock=hex2dec( clock); 
clock= dec2hex(pre _clock+ 2, 7); 

end 
Title=('30 Frequecy Hopping Sequence'); 
message=strcat('ULAP:',answer(l),'clock:',answer(2),' 
r' 'sequence:' ,mat2str(hop-sequence)); 
msgbox(message, Title); 

0/o function for frequency hopping (freqhop.m) 

function Hop_ Channel=freqhop(Clk, ULAP) 
%Find the Bluetooth freqhopping channel in Connection state between 0-79 
%From assign Clock ticking #number (7 digits in Hexadecimal Base) 
% and ULAJ> address (8 digits in Hexadecimal Base) 
%Example: Clock ticking is OxOOOOOIO and ULAP is OxOOOOOOOO 
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o/o>freqhop('OOOOO I 0' .'00000000') 
% 
%Develop along the Bluetooth core specification l.OB 
%By Jesada SivaraksGsivara@hotmail.com), Florida Atlantic University 
%Last Update: September 25.2000 

%Define Clock from Hex input to binary output 
Clk27=dec2bin(hex2dec(Clk(1)),4); 
Clk23=dec2bin(hex2dec(Clk(2)),4); 
Clkl9=dec2bin(hex2dec(Clk(3)),4); 
Clk15=dec2bin(hex2dec(Clk(4)),4); 
Clkll =dec2bin(hex2dec(Clk(5)),4); 
Clk7=dec2bin(hex2dec(Clk(6)),4); 
Clk3=dec2bin(hex2dec(Clk(7) ),4 ); 
%Define ULAP from Hex input to binary output 
ULAP31 =dec2bin(hex2dec(ULAP(l )),4); 
ULAP27=dec2bin(hex2dec(ULAP(2)),4); 
ULAP23=dec2bin(hex2dec(ULAP(3)),4); 
ULAP19=dec2bin(hex2dec(ULAP(4)),4); 
ULAP15=dec2bin(hex2dec(ULAP(5)),4); 
ULAP 11 =dec2bin(hex2dec(ULAP(6)),4 ); 
ULAP7=dec2bin(hex2dec(ULAP(7)),4); 
ULAP3=dec2bin(hex2dec(ULAP(8) ),4 ); 
CLK=strcat(Clk27,Clk23,Clkl9,Clkl5,Clkll,Clk7,Clk3); 
Address=strcat(ULAP31,ULAP27,ULAP23,ULAP19,ULAP15,ULAP11,ULAP7,ULAP3 
); 
X =bin2dec(CLK(22:26) ); 
Yl =bin2dec(CLK(27)); 
Y2=bin2dec(CLK(27))* 32; 
%Define A 
for ind A=l :5 

AAA(ind_A)=XOR(str2num(Address(4+ind_A)),str2num(CLK(2+ind_A))); 
end 
AAA=mat2str(AAA); 
AA=strcat(AAA(2),AAA(4),AAA(6),AAA(8),AAA(10)); 
A=bin2dec(AA); 
B=Address(l0:13); 
%Define C 
for ind C= 1 :5 

C(ind_C)=XOR(str2num(Address(22+(2*ind_C))),str2num(CLK(7+ind_C))); 
end 
%DefineD 
for ind D=l :9 

D(ind _ D)=XOR(str2num(Address( 13+ind _ D)),str2num(CLK(12+ind _D))); 
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end 
E=[ Address( 19),Address(21 ),Address(23 ),Address(25),Address(2 7),Address(29),Address 
(31)]; 
F=mod(bin2dec(CLK(l :21 ))* 16, 79); 
%First addition operation 
A_ add_ X =dec2bin(mod(A +X,32),5); 
%XOR operation 
Z(l)=str2num(A add X(l)); - -
for ind B=l :4 

Z(ind _ B+ 1 )=bitxor( str2num(A_add _ X(ind _ B+ 1 )),str2num(B(ind _B))); 
end 
%tind C XOR Yl 
control! =bitxor(C, Yl ); 
control2=D; 
control=[ controll,contro 12]; 
%permutation 
ifcontrol(l),dummy=Z(3);Z(3)=Z(4);Z(4)=dummy;end %Pl3 
if control(2),dummy=Z(2);Z(2)=Z(5);Z(5)=dummy;end %P 12 
if control(3),dummy=Z(2);Z(2)=Z( 4);Z( 4)=dummy;end %P II 
ifcontrol(4),dummy=Z(3);Z(3)=Z(l);Z(l)=dummy;end %Pl0 
if control(5),dummy=Z(2);Z(2)=Z(5);Z(5)=dummy;end %P9 
ifcontrol(6),dummy=Z(l);Z(l)=Z(4);Z(4)=dummy;end %P8 
if control(7),dummy=Z(2);Z(2)=Z(l );Z(l )=dummy; end %P7 
if control(8),dummy=Z(3);Z(3)=Z(5);Z(5)=dummy;end %P6 
if control(9),dummy=Z(2);Z(2)=Z( 4 );Z( 4 )=dummy; end %P 5 
if control( 1 O),dummy=Z( 1 );Z( 1 )=Z( 5);Z( 5)=dummy;end %P4-
if control(ll ),dummy=Z(l );Z(l )=Z(2);Z(2)=durnmy;end %P3 
ifcontrol(l2),dummy=Z(3);Z(3)=Z(4);Z(4)=dummy;end %P~ 
if control(13),dummy=Z(3);Z(3)=Z(2);Z(2)=dummy;end %Pl 
if control(14),dummy=Z( 4 );Z( 4)=Z(5);Z(5)=dummy;end %PO 
%Second addition operation 
ZZ=mat2str(Z); 
Z_dec=bin2dec(strcat(ZZ(2),ZZ(4),ZZ(6),ZZ(8),ZZ(10))); 
Result=Z _dec+ Y2+bin2dec(E)+F; 
%indicate hopping channel 
ind_ hop_ ch=mod(Result, 79); 
ifind_hop_ch < 40, 

Hop_ Channel=ind _hop_ ch*2; 
else 

Hop_Channel=((ind_hop_ch-40)*2)+1; 
end 
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(E) 
clear all; 
samples=lOOOO; %number of sample 
mu=625; %mean of packet interval around 1 slot time (625 usee) 
packet_interval=(2*ceil( expmd(m14samples, 1 )/625))-1; 
packet_size=(2*unidmd{3,samples,l))-1; 
%Initialize the master address and Clock ticking start in Hexadecimal base 
ULAP='OOOOOOOO'; 
CLK_start=l6; %Time slot number rages from OxOOOOOOO to Ox7FFFFFF 
%The characteristic of master Packet: 
%[First Clock ticks of each packet,Packet size,Hopping channel] 
Packet_ char(l ,: )=[CLK _start, packet_ size(! ),packet_ interval(! ),freqhop( dec2hex(CLK _ st 
art,7),ULAP)]; 
Clk _ ticks=CLK _start; 
for i=2:samples 

previous _period =packet_ size(i-1 )+packet_ interval(i-1 ); 
Clk _ ticks=Clk _ ticks+previous _period; 

Packet_ char(i,: )=[ Clk _ ticks,packet_ size(i),packet _ interval(i),freqhop{ dec2hex(mod( Clk _ t 
icks, 134217727), 7), ULAP)]; 
if mod(i, 1 00)=0, 

1 

end 
end 
%Generate Microwave Oven Encroaching 
ratio_active_period=0.48; %ratio bet\veen active and whole period of microwave oven 
PowerOn_ Time=16; 
ifPowerOn_ Time<CLK_start 

PowerOn _ Time=CLK start 
end 
Power0ff_Time=Power0n_Time+192000; %2 min MW-oven run 
if PowerOff_ Time>Clk _ticks 

PowerOff_ Time=Clk _ticks 
end 
%The vvindow of Channel that is possibly susceptible from Microwave-Oven 
Start_MWch=36; 
Stop _MW ch=63; 
%find the packet that process during MW Oven power on 
index=!; 
count_packet=O; 
count_ block=O; 
for index=! :samples, 
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if 
(PowerOn _Time<= Packet_ char(index, 1 ))&{PowerOff_ Time>=Packet_ char(index, 1 )), 

count~acket=count_packet+ 1; 
%find possible blocked cell that are in microwave range and time 
if 

(Start_ MW ch<=Packet_ char(index,4))&(Stop _ MW ch>=Packet_ char(index,4) )&(rand<= 
ratio_ active _period), 

count_ block=count_ block+ 1; 
end 

end 
end 
Blocking_ Prob=count_ block/count _packet 
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Appendix 6.1 

(A) MatLab™ codes for logic upset simulation 

(B) Computation ofCDPD performance under logic upset environment 
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(A) 

clear all; 
%unit time =lOOmsec 
No_ sample= 1 00000; 
nu=0.4; %0.4 sec 
b=10; %mean amplitude 
%generate poisson random 
ti=poissmd(nu* 1 O,No _ sample-1, 1 ); 
Amp=expmd(b,No _sample, 1 ); 
h=zeros(sum(ti)+l, 1 ); 
h(1 )=Amp(l ); 
mark=1; 
inx(1)=1; %initial to keep peak 
for cc=2: 1 :size(ti, 1 )+ 1 

mark=mark+ti( ee-l); 
h(mark)=Amp( cc ); 
inx(cc)=mark+1; %keep index ofimpulse 

end 
inx=inx( :, 1 :size(inx,2)-1 ); 
%wk 1 \VTite( 'pulsesim'.h) 
%initial 
Alpha=0.1; 
A=-1 *Alpha; 
B=Alpha; 
C=1; 
D=O; 
vO=b; 
t= 1:1 :size(h, 1 ); 
[y,v]=kslsim(A,B,C,D,h,t',vO); 
peak_y=y(inx); 
stem(t,h,'-.b.'); 
hold on; 
plot(t,y,'r'); 
title('the simulated noise inducing LUs y(t)'); 
xlabel('Time unit: 1 OOmsec/unit'); 
ylabel('Amplitude'); 
hold off; 
figure(2) 
[N, Y]=hist(y,35); 
NN=N/size(y, 1 ); 
stem(Y,NN); 
title(strcat('Simulation of PDF ofy(t) with \alpha =',num2str(Alpha),'and \nu 
=',num2str(nu))) 
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figure(3) 
gmma=nu/ Alpha; 
for inx= 1: 1 :size(Y,2) 

fy(inx)=((Y(inx)"(gmma-1))*exp((-1*Y(inx))/(b*Aipha)))/(((b*Alpha)"(gmma-
1 ))*gamma(gmma)); 
end 
plot(Y,fy,'red'); 
title(strcat('Theoretical calculation of PDF ofy(t) witlb \alpha =',num2str(Alpha),'and \nu 
=',num2str(nu))) 

(B) 

clear all; 
%define constant 
T=1; 
Alpha=40; 

%Unit Time 
%#A .. MPs channel 

Beta=4; %#possible maximum CDPD ~hannel 
Lamda_ v=6; %arriving voice call assume 6 calls/mi:n 
Lamda_d=24; 
Inf_dum=100; 

%arriving data burst rate assurille 24 data bursts/min 

%logic upset parameter 
lu_alpha = 0.1; 
lu_nu=0.4; 
lu _gamma=lu _ nu/lu _alpha; 
lu b=ll· - , 
%find Pa 
for a=1 :1 :(Alpha-Beta) 

Pa(a)=lnchoosek((Alpha-Beta),a)*((Alpha-Beta)"a)•(Beta"(Alpha-Beta
a))/(Alpha"(Alpha-Beta)); 
end 
%find Pb 
for b= 1 : 1 :Beta 

Pb(b )=lnchoosek(Beta,b )*(Beta"b )*((Alpha-Beta)"(Beta-b ))/(Alpha"Beta); 
end 

for a=1 :1 :(Alpha-Beta) 
for b= 1: 1 :Beta 

end 

ED(a,b) =1/(1 +(((alb)"2)*(Lamda_v!Lamda_d))); 
%Find sum of proportional Load 
S ED=O· - , 
for k= I :I :Beta 

S_ED=S_ED+((ED(a,b)"k)/fact(k)); 
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B(a,b )=((ED(a,b )"Beta)/fact(Beta))/S _ED; 
L( a,b )=ED( a,b )*B( a,b ); 
Pr1(a,b)=1-(Pa(a)*(l-Pb(b))); 
%Find blocking Probability 
PB 1(a,b )=B(a,b )*(1-Pr 1(a,b ))/(1-(B(a,b )*Prl(a,b ))); 
%find call-erasure exponent 
BX1(a,b)=log(l/(2*PB1(a,b))); 
%find call-erasure from Logic upset 
BX1LU = lu_gamma*((lu_b*lu_alpha)"2); %the mean of amplitude ofshotnoise (let 

alpha=O.l) 
%find the ne"v blocking probability 
BX_total(a,b)=BX1(a,b)+BX1LU; 
k=lu_alpha*lu_b; 
ifBX total(a,b}--=Inf 
sum_pb=O; 
for ind _gam.ma-1: 1 :floor(lu _gamma) 

sum_pb=surn _pb+(((( -1 )"(lu _gamma
ind_gam.ma))*((BX_total(a,b)/k)"(ind_gamma-l))*exp(-1 *BX_total(a,b)/k))/(((k-
1)"(lu_gamma-(ind_gamma-1)))*gamma(ind_gamma))) 

end 
PB1_LU(a,b)=0.5*((exp(-1 *BX_total(a,b))/((1-k)"lu_gamma))+sum_pb); 

else 
PBl_LU(a,b)=O; 

end 
for u= l : 1 :Inf dum 

dum1=(u-1)+ BX_total(a,b); 
Phi1(u)=u*1og(l +(1/duml)); 

end 
for bb=1:1:Inf dum 

Phipi1=1; 
for cc=1: 1 :bb 

Phi pi 1 =Phipi 1 *Phi 1 ( cc ); 
end 
PhiPi 1 (bb )=Phi pi 1; 

end 
T_ V=T*(a!(a+b)); %fractionaltmit time of voice calls 
T_D=T*(b/(a+b)); %fractional unit time of data calls 
N_ V=T_ V*Lamda_v; 
N_D=T_D*Lamda_d; 
ld _ star=b/ Alpha; 
ld=ld_star*N_D/(N_D+N_ V); 
k_partl=O; 
for w= 1:1 :Inf dum 

k_part1 =k_partl +((ld"w)/PhiPil(w)); 
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end 
Kl=1 +k_partl; 
Edl=O; 
for theta= I: I :b 

P _theta1 =(ld"'theta)/{Kl *PhiPil(theta)); 
Ed! =Ed! +(theta*P _theta!); 

end 
%Expected value of data calls lost 
E_DLI(~b)=Ed1; 

%Mean delay in Little's formula 
Delta_D1(~b)=(N_D*b*E_DL1(~b))/Lamda_d; 
%Average [ntormation Loss 
H1(a,b)=log((b*E_DL1(~b))+1); 

end 
end 
a=1: 1 :(Alpha-Beta); 
b= 1 : 1 :Beta; 
subplot(2, 1, 1) 
plot(a,Pa) 
grid on; 
title(strcat('probability of"a" voice call availing of\alpha Amps(Pa) VS #a channels', ... 

';\alpha =',num2str(Alpha),',\beta =', num2str(Beta))) 
xlabel('a :# the incoming voice call') 
ylabel('Pa') 
subplot(2, 1 ,2) 
plot(b,Pb) 
grid on; 
title(strcat('probability of"b'' data call availing of\beta(Pb) VS #b channels', ... 

';\alpha =',num2str(Alpha),',\beta =', num2str(Beta))) 
xlabel('b :# the incoming data call') 
ylabel('Pb') 
PB=[PB1_LU]; 
wkl write('PB _ simu 1 ',PB); 
BX=[BX_total]; 
wkl write('BX_simul',BX); 
E_DL=[E_DLl]; 
wkl write('E_DL_simu l',E_DL); 
Delta_ D=[Delta _ D 1]; 
wkl write('Delay _sirnul ',Delta_D); 
H=[Hl] 
wkl write('H_simul ',H); 
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