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 Cloud computing has provided many services to potential consumers, one 

of these services being the provision of network functions using virtualization. 

Network Function Virtualization is a new technology that aims to improve the way 

we consume network services. Legacy networking solutions are different because 

consumers must buy and install various hardware equipment. In NFV, networks 

are provided to users as a software as a service (SaaS). Implementing NFV comes 

with many benefits, including faster module development for network functions, 

more rapid deployment, enhancement of the network on cloud infrastructures, and 

lowering the overall cost of having a network system. All these benefits can be 

achieved in NFV by turning physical network functions into Virtual Network 

Functions (VNFs). However, since this technology is still a new network paradigm, 
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integrating this virtual environment into a legacy environment or even moving all 

together into NFV reflects on the complexity of adopting the NFV system. Also, a 

network service could be composed of several components that are provided by 

different service providers; this also increases the complexity and heterogeneity of 

the system. We apply abstract architectural modeling to describe and analyze the 

NFV architecture. We use architectural patterns to build a flexible NFV architecture 

to build a Reference Architecture (RA) for NFV, that describe the system and how 

it works. RAs are proven to be a powerful solution to abstract complex systems 

that lacks semantics. Having an RA for NFV helps us understand the system and 

how it functions. It also helps us to expose the possible vulnerabilities that may 

lead to threats toward the system. In the future, this RA could be enhanced into 

SRA by adding misuse and security patterns for it to cover potential threats and 

vulnerabilities in the system. Our audiences are system designers, system 

architects, and security professionals who are interested in building a secure NFV 

system. 
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1 INTRODUCTION 

1.1 OVERVIEW 

Network Function Virtualization (NFV) is a recent technology to provide 

network solutions through completely decoupling network functions from the 

physical devices that provide them. Unlike legacy networks, NFV functions are 

performed in virtual machines (VM) created by the cloud infrastructure. It has 

become desirable for network operators, developers, and even regular consumers 

due to its ability to quickly develop new services without hardware restrictions. In 

other words, virtualization is broadly described as the process of separating 

resources for services from the physical delivery of that service [1]. 

NFV promises the following benefits [2]:  

1. Independence: the software is no longer integrated with hardware. As a 

result, their evolution will be independent of each other [3]. 

2. Flexibility and speed: the decoupling of software from hardware helps to 

reassign and share the same infrastructure resources, which allows for 

the performing of different functions at various times. As a result, the 

deployment of network functions and their connections become faster and 

more flexible [4] 
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3. Scalability: in conventional legacy network systems, telecoms must be up 

to date with new network standards and requirements, which requires 

time, planning, and money. However, in NFV, the decoupling of software 

from hardware allows for dynamically scaling the actual performance of 

virtualized network functions with finer granularity and minimal effort [5].      

4. Reduced energy consumption: with the ability to scale up or reduce the 

resources, Telcos will be able to reduce the OPEX needed to run network 

devices. Similarly, energy consumption at the customer end will be 

reduced significantly due to not having to install dedicated hardware to 

deliver network functions [6],[7]. 

 

Although NFV has many benefits, it comes with many new challenges. A 

common concern for NFV users is the ability to adapt to the new virtual system 

that NFV provides. In NFV functions, which are provided through software and rely 

on virtualization, security challenges are the concerns of anyone who uses a cloud-

based system. The concern is that any virtual function could be compromised and 

controlled by an external entity. The entire system could be potentially destroyed 

or severely damaged, causing users to have unstable delivery of service or even 

entirely losing access to the network.   

1.2 MOTIVATION 

In 2012 The European Telecommunication Standards Institute (ETSI) held a 

meeting in Germany with several other telecom network leaders in the industry 

such as AT&T, BT, Orange, Telefonia, Verizon, and others where the concept of 
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NFV was introduced for the first time, and the standards for it were defined. 

Although ETSI defined a framework for NFV systems in [8], their framework is 

vague and lacks semantics, making implementing complex systems like NFV a 

challenging and time-consuming task.  

Moreover, the NFV framework contains different stakeholders and several 

architectural components, including the legacy network architecture that could be 

part of the cloud ecosystem [9], which makes the NFV architecture very complex. 

Also, a network service could be composed of several components that are 

provided by different vendors; this also increases the complexity and heterogeneity 

of the system.  

An effective way to study and analyze such complex systems is through 

abstraction. Many researchers have used abstraction to represent complex 

systems. In [9], the authors used abstraction to represent the cloud ecosystem and 

its security. In [10], the authors used abstraction to show how to design a mobile 

shared workspace, while in [11], the authors applied it to build a security reference 

architecture for cloud systems. Here, we use architectural models to provide a 

better understanding of NFV architecture and its main architectural components, 

and the interactions among these components. Understanding how different 

components interact with each other will help us to achieve our goal, which is to 

build a Reference Architecture (RA) for NFV. Understanding how a system works 

and interacts with other systems will help us in designing it, and also help us to 

ensure the use of NFV system to its full potential. 
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1.3 CONTRIBUTIONS 

The following contributions were made in this dissertation:  

1. As part of the RA creation process, we defined the main use cases and 

stakeholders of the NFV system as well as showing how stakeholders 

preform fundamental tasks in NFV system. 

 
2. We created four architectural patterns for NFV system that describe the 

following: 

● A pattern of Management and Orchestration (MANO) in NFV that 

shows how different management tasks of the system are 

performed. This pattern also shows how MANO unit handles users' 

requests.  

● A pattern of Network Function Virtualization Infrastructure (NFVI) 

that shows the infrastructure layer of NFV system and how different 

physical components contribute to creating the system.   

● A pattern of Virtual Machine Environment (VME), which shows how 

physical components are transferred into virtual components to 

achieve virtualized network functions.  

● A pattern of Virtual Network Function (VNF), which shows how virtual 

functions are created and managed. This pattern also shows the 

lifecycle of VNF in the NFV system.  

 

3. We developed a Reference Architecture (RA) that describes how the 

different components of the system interact with each other and with 
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external systems such as virtual data centers. We achieved this by 

combining the four patterns previously mentioned as well as adding 

additional components to it to serve the system. 

1.4 DISSERTATION ORGANIZATION 

This dissertation is divided into eight different chapters, most of the topics 

covered in this dissertation have already been published or submitted for 

publication so there may be some replication in the content. Chapter one gives a 

brief introduction to the topic of the dissertation as well as the motivation to write it 

and the achievements we accomplished during the time of preparation of this 

dissertation. In Chapter Two, a background review of the topic of NFV is given with 

concentrating on NFV architectural framework by ETSI [2]. A brief background on 

some architectural modeling techniques such as patterns and reference 

architectures are discussed, and how they impact such systems. A presentation of 

NFV UML Use Cases is given in Chapter Three. The reference architectural model 

is presented in chapter four; all the patterns related to the NFV system that we 

designed will be presented in this chapter. Chapter Five will cover the validation 

aspect of our models. In Chapter Six, we discuss analysis of activities for use cases 

to illustrate possible security threats. Chapter Seven will go over related work by 

other researchers in the same field. Finally, in Chapter Eight, a conclusion for this 

dissertation will be given as well as some ideas for possible future work.
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2 BACKGROUND 

2.1 NETWORK FUNCTION VIRTUALIZATION (NFV) 

 

Figure 2.1 ETSI NFV framework 

● The Management and Orchestration (MANO) unit: could be considered as 

the heart of the NFV system. This unit takes care of the management and 

orchestration aspects of the entire set of VNFs. MANO contains three main 

parts.
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o Virtualized Infrastructure Manager (VIM) is the first part of MANO that 

controls and manages the interaction of the VNF and Network 

Function Virtualization Infrastructure (NFVI) as well as computes and 

stores network resources; It also has the necessary deployment and 

monitoring capability for the virtualization layer.  

o Virtual Network Function (VNF) manager is the second part of 

MANO, which is responsible for managing the lifecycle of VNF 

instances and initializing, updating, querying, scaling and terminating 

these instances.  

o Orchestrator is the last part of MANO that manages the lifecycle of 

network services that includes policy management, instantiation, 

performance management and Key Performance Indicator (KPI), 

which is a measurable value used to evaluate how effectively a 

company is achieving key business objectives. Moreover, VNF 

descriptor is one of the components of NFV-MANO which takes care 

of giving descriptions regarding different VNF deployment and 

operational requirements [2]. These three components, as well as 

other components in the NFV architecture, interact with each other 

through reference points. 

 

● Network Function Virtualization Infrastructure (NFVI): is the foundation 

platform of NFV that contains the hardware resources as well as the virtual 

instantiations that build up the infrastructure on which VNFs are deployed, 
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managed and executed. The NFVI can be part of the cloud Infrastructure-

as-a-Service (IaaS), which cloud providers use to create Virtual Data 

Centers (VDCs) [12], containing all the necessary virtualized computing, 

storage, and networking to run as a physical data center. These VDCs are 

provided to NFV providers, which in turn use them to provide network 

services to NFV consumers. The resources of a VDC provided to a NFV 

provider should be isolated from other providers; such isolation enables 

NFV providers to securely share the same cloud infrastructure. In terms of 

NFV services, the VNFs are deployed over virtual machines (VMs) within a 

VDC. The NFVI consists of three main components. First, the hardware 

resources that contain compute facilities, which are normally Commercial-

Off-The-Shelf (COTS) appliances, the storage hardware could be in form of 

direct-attached hard disks, external storage-area-networks (SAN) or 

network-attached storage (NAS) [13],and the network hardware may 

consist of switches/routers that provide processing and connectivity 

capabilities to VNFs through the  virtualization layer. Second, the 

virtualization layer, which lies on top of the hardware resources layer and 

contains the Virtual Machine Monitor (VMM) (also known as the hypervisor), 

which has three main roles: decouples the virtual resources from the 

underlying physical resources, provides isolation among VMs, and 

emulates the hardware resources [14]. Third, the virtual infrastructure lies 

on top of the virtualization layer and contains the virtualized resources, 

which are abstractions of the hardware resources; these abstractions are 
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virtual machines, diagram with some vague semantics which, as indicated 

earlier, is not precise enough to be the basis of security analysis. 

 

● Virtual Network Functions (VNFs): are software packages that represent the 

implementation of the legacy non-virtual network functions that could be 

deployed on the NFVI. A single VNF could be composed of several internal 

components, such as packet data network gateways (PGW), residential 

gateways, firewalls, etc. In order to reduce management and complexity in 

deploying it [15]. On the other hand, a VNF could also contain only one 

component in order to increase scalability and reusability, as well as to have 

a faster response due to its simplicity; keeping in mind that a single VNF 

could be deployed and distributed across several VMs [15]. Normally, the 

virtual network services provided by TSPs are composed of several VNF 

based on the users’ needs.  

 

● Element Management System (EMS): it takes care of performing the typical 

management functionality for each VNF connected to it, i.e., it performs 

FCAPS (Fault, Configuration, Accounting, Performance and Security 

management). There could be one EMS for every VNF, or a single EMS 

could manage multiple VNFs. 

 

● Operation Support System and Business Support System (OSS/BSS): is 

responsible for various functions related to the NFV service such as billing, 
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support ticketing, helpdesk support as well as service fulfillment and 

assurance.  

 

● Service, VNF and Infrastructure descriptions: provide information regarding 

the VNF deployment template, VNF forwarding graph, service-related 

information and NFV infrastructure information [2]. 

 

Moreover, ETSI has defined some reference points [16] to connect the 

components of the system as seen in figure 2.1 these are the main reference points 

of the framework: 

● Virtualization Layer - Hardware Resources (Vl-Ha): it interfaces the 

virtualization layer to hardware resources to create an execution 

environment for VNFs and collect relevant hardware resource state 

information for managing the VNFs. 

● VNF - NFV Infrastructure (Vn-Nf): it presents the execution environment 

provided by the NFVI to the VNF, and guarantees the hardware-

independent lifecycle, performance and portability requirement for the VNF. 

It also interconnects VNF components to storage as well as to other 

components within the same or another VNF. 

● Orchestrator - VNF Manager (Or-Vnfm): it is used for exchanges between 

the orchestrator and the VNF manager to support resource requests, such 

as authorization, validation and allocation to the VNF manager, send 
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configuration information to the VNF manager, and also used to collect state 

information of the VNF. 

● Virtualized Infrastructure Manager - VNF Manager (Vi-Vnfm): it is used to 

send resource allocation requests by the VNF manager, and by the VIM to 

report the availability and status of infrastructure resources. 

● Orchestrator - Virtualized Infrastructure Manager (Or-Vi): this reference 

point is used for exchanges between the orchestrator and the VIM to 

request resource reservation and/or allocation by the orchestrator, as well 

as used by the VIM to report the availability and status of infrastructure 

resources. 

● NFVI - Virtualized Infrastructure Manager (Nf-Vi): this reference point 

interfaces between NFV Infrastructure and the VIM of MANO; it is used by 

the VIM to manage the hardware resources and virtualization layer of the 

NFVI, manage resource allocation requests, and forward virtualized 

resource state information. 

● VNF/EMS - VNF Manager (Ve-Vnfm): this interface is used for exchanges 

between the VNF and EMS with the VNF manager to support requests for 

VNF lifecycle management, exchanging configuration and state 

information. 

● OSS/BSS - NFV MANO (Os-Ma): it is used for exchanges between the 

OSS/BSS and the NFV MANO to support several functions such as, 

requests for network service lifecycle management, VNF lifecycle 
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management, forwarding of NFV related state information, policy 

management exchanges, and data analytics exchanges. 

● Service, VNF, and Infrastructure Description - NFV MANO (Se-Ma): the 

service, VNF, infrastructure description uses this reference point to provide 

information regarding the VNF deployment template, VNF forwarding 

graph, service-related information, and NFV infrastructure information 

models, which are used by the MANO. 

2.2 ARCHITECTURAL MODELING 

We discuss now some architectural modeling techniques that could be used 

to achieve our goal. Architectural models are an effective way to represent systems 

and describe their components as well as capturing design decisions. We use 

these models to build our RA.  

 

2.2.1 PATTERNS 
A Pattern can be defined as a solution to a recurrent problem in a specific 

context [17]. There are several types of software patterns such as design and 

architectural patterns, which are used to build flexible and extensible systems; 

security patterns are used to build secure systems by describing the way to control 

their threats, fix their vulnerabilities, and provide security attributes [18]. Misuse 

patterns are used to describe how attacks are performed from the point of view of 

an attacker [16]; they also define the environment where the attack is performed, 

what security mechanisms are needed as countermeasures to stop it, and how to 

find forensic information to trace the attack once it happens.  
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In this work, we use patterns to represent the main components of the NFV 

system. Patterns are powerful methods of presenting a detailed solution not only 

for software but also hardware and physical components that together create 

ecosystems. They are usually described templates with predefined sections. In our 

work, we use the POSA (Pattern-Oriented Software Architecture) template [19]. 

The descriptions of patterns may include both UML modeling techniques and 

formal languages descriptions. The sections of the POSA template include: 

● Intent: this section describes a summary of the solution.  

● Context: defines the environment where the pattern will be applied. 

Sometimes relevant characteristics of the context are discussed here as 

well.  

● Problem: here, we give a description of what happens before we have a 

solution. The forces that affect the possible solution are listed here, as well.  

● Solution: in this section, the suggested solution is presented. Usually, one 

or more UML diagrams are used to explain the solution. 

● Implementation: in this section, some details about implementing the 

solution of the pattern are given. Real-life examples may be also presented 

in this section. 

● Consequences: in this section, the advantages and liabilities of 

implementing the solution are discussed. 

● Related Patterns: in this section, a list of other patterns related to the 

proposed pattern are listed.  
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2.2.2 REFERENCE ARCHITECTURE   
A Reference Architecture (RA) is an abstract of some architecture related 

to one or more domains without implementation aspects [20], [21], [22]. An RA 

should illustrate the fundamental concepts of a system units and the interactions 

among these units as an architectural solution in particular domain. Several 

features make RAs powerful tools to represent systems. Some of RAs features are 

configurability, extendibility, and reusability [21]. In addition to class and sequence 

diagrams, an RA may include a set of use cases (UC), and a set of Roles (R) 

corresponding to its stakeholders (actors) [23]. Types of RAs include those for the 

technology domain (describe platforms and other design artifacts [20], application 

domain (describe different kinds of applications), and problem domain (similar to 

domain models, but oriented to software). RA stakeholders include groups, 

individuals, organizations, and systems that have an interest in the system and 

affect the design and development of the system [21]. An RA can be evolved into 

a Security Reference Architecture (SRA) by adding security patterns to neutralize 

its identified threats [21],[24],[25].
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3 THE MAIN UML USE CASES OF NETWORK FUNCTION 
VIRTUALIZATION 

3.1 INTRODUCTION 

In this chapter, we take the first step toward building a Reference 

Architecture for the NFV system, which is defining the Unified Modeling Language 

(UML) use cases for NFV as well as identify their primary actors. Section 3.2 

includes UML use cases of the system where a full written description of the 

primary use cases is given. Section 3.3 describes stakeholders who interact with 

the system and which role they play. Finally, in section 3.4, we provide a further 

description of the selected use cases that didn’t appear in the patterns in Chapter 

4. These use cases will be described using UML sequence diagrams. 

3.2 MAIN USE CASES FOR NFV  

In this section, we first give a general overview of the system functions using 

UML use case diagrams, as shown in Figures 3.1 and 3.2. A use case model is an 

analysis methodology to clarify, identify, and organize the main activities of the 

system and which actor interacts with which activity. It also describes how the 

system should respond under various conditions to a request from the actors [26]. 

An actor represents a user or automated system that may interact with the system. 

Generally, an actor is a role rather than being a specific person; an actor can be 
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distinguished through its tasks, and a single actor could be associated with one or 

more use cases and vice versa. The next two subsections will present the main 

actors of the system and the primary use cases of the system. 

3.3 ACTORS OF THE SYSTEM 

I. Cloud Service Provider (Cloud SP): provides the cloud services that act 

as a host for the NFV service. The Cloud SP is responsible for setting up 

Service Level Agreements (SLA) with the Telco. The cloud SP may have 

other customers not involved in NFV services. 

II. NFV Provider (NFVP): is the telecommunication company (Telco) who 

provides complete networks, and is responsible for setting up Service Level 

Agreements (SLA) with its consumers. 

III. NFVP Administrator: is the admin who works in the Telco, and handles 

the provision of network functions and resources, monitoring the SLA, etc.  

IV. NFVP Designer: works in Telco and responsible for designing and building 

the network service packages and functions that are provided to 

consumers.  

V. NFVP Operator: works in Telco and responsible for the operation of the 

VNFs, monitoring, troubleshooting, testing, and implementing the network 

services, and takes care of consumers requests.  

VI. Consumer: is a person who receives network services from the NFVP. 

VII. Consumer Administrator (Con-Admin): is the admin who works in the 

consumer company, and responsible for several managerial tasks such as 

monitoring the SLA between the company and the NFVP.  
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VIII. Consumer Operator (Con-Op): is the network operator who works in the 

consumer company, and responsible for handling the technical tasks.  

IX. NFV management and orchestration (MANO): is a unit in charge of 

automatically controlling and managing the resources of the service as well 

as the interactions of VNFs with the consumers. Furthermore, it manages 

business aspects of the system such as billing and payment. 

X. Virtual Machine Environment (VME): is a unit responsible for creating and 

managing all the resources related to virtual machines in the system. 

3.4 USE CASES (UCs) OF THE SYSTEM 

UC1- Establish Cloud SLA: Set up an SLA between the Cloud SP and the NFVP 

Administrator, which governs how cloud services are delivered and managed, and 

states the level of availability, performance, service continuity, as well as 

measurable target values characterizing the levels of services.   

Actors: Cloud SP, NFVP Administrator. 

UC2- Create a VDC: The NFVP, represented by the NFVP Operator, leases a 

virtual infrastructure from the cloud SP to provide network services to its 

Consumers. 

Actors: Cloud SP, NFVP Operator.  

 

UC3- Establish network SLA: Set up an SLA between the NFVP Administrator 

and the Consumer Administrator (Con-Admin), which governs how communication 

services are delivered and managed, and states the level of availability, 
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performance, service continuity, security, as well as  measurable target values 

characterizing the levels of services. 

Actors: NFVP Administrator, Con-Admin. 

 

UC4- Open Account: The Con-Op opens an account in order to use the network 

services provided by the NFVP.  

Actors: Con-Op, NFVP Operator. 

 

UC5- Close Account: The Con-Op can close an account if the company he is 

working in does not need the account anymore or the account can be closed 

directly by the NFVP Operator in case the company violates terms of service or 

even for security reasons. 

Actors: Con-Op, NFVP Operator. 

 

UC6- Create Network Package: The NFVP Designer creates and designs 

network graphs, or even single network functions, that can be chosen and used by 

Consumers. 

Actors: NFVP Designer. 

 

UC7- Monitor Network: MANO monitors the available and allocated resources, 

the status of the service, any unauthorized or suspicious activity, and faults that 

may impact the service as a part or whole. 

Actors: MANO. 
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UC8- Bill for service: The MANO issues bill for the network services provided to 

the Consumers. 

Actors:  MANO, Con-Op. 

 

UC9- Pay Bill for Service: The Con-Op pays bills for the used services. The 

payment notice is sent to the MANO. 

Actors: Con-Op, MANO. 

 

UC10- Request Network: The Con-Op requests a network service; the request is 

received by the NFVP Operator. 

Actors: Con-Op, NFVP Operator. 

 

UC11- Request a VNF: The Con-Op requests a VNF; a VNF could be a single 

network function such as vFirewall, or it could contain a set of functions. The 

request is received by the NFVP Operator. 

Actors: Con-Op, NFVP Operator. 

 

UC12- Request Modify Network: The Con-Op requests to modify a network they 

are using, such as: optimizing, configuring, scaling the network, add a vFirewall to 

increase its security, etc. 

Actors: Con-Op, NFVP Operator. 
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UC13- Request Modify VNF: The Con-Op requests to modify a VNF, by adding 

or removing a virtual function, such as adding a load balancer to the network.  

Actors: Con-Op, NFVP Operator.  

 

UC14- Request Modify VNFC: The Con-Op requests to modify a VNF, such as 

increase the number of ports on a virtual router. 

Actors: Con-Op, NFVP Operator.  

 

UC15- Request Stop VNF:  The Con-Op requests to stop a VNF. 

Actors: Con-Op, NFVP Operator.  

 

UC16- Pause VNF: The Con-Op requests to pause a VNF for specific time. 

Actors: Con-Op, NFVP Operator.  

 

UC17- Terminate VNF:  The Con-Op requests to terminate a VNF. 

Actors: Con-Op, NFVP Operator.  

 

UC18- Request Terminate Network: The Con-Op requests to terminate the 

whole network service either because the Consumer requested it or because the 

Consumer failed to pay for the intended service, or even for security reasons. 

Actors: Con-Op, NFVP Operator.  

 



21 

UC19- Request Reliability Level: the Consumer wants to ensure a degree of 

reliability by requesting a reliability level (high, medium, or low level) in his network 

service. The request is optional and done by the Con-Op and sent to the MANO. 

Actors: Con-Op, MANO. 

 

UC20- Consume Network: The Consumer uses the network service provided by 

the NFVP. Once the Consumer starts using the service, the MANO starts metering 

its usage in order to bill the Consumer for the provided network services. 

Actors: Consumer, MANO. 

 

UC21- Collect and Forward Consumers’ Requests: The MANO collects 

resource allocation, state information, and other several requests from the 

Consumers, and forwards them to the designated units. 

Actors: MANO 

 

UC22- Modify Resources: The VME includes the hypervisor, which is responsible 

for managing the VMs and modifying the virtual resources necessary to comply 

with the Consumers modification requests.  

Actors: VME. 

 

UC23- Manage Virtual Resources: The hypervisor in the VME manages the 

virtual resources, such as: virtual computing, storage, and network resources for 
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the NFV infrastructure. The MANO reports the allocation and status information to 

and from the VME.  

Actors: VME, MANO. 

 

UC24- Monitor VM: The MANO monitors the VMs’ performance and checks its 

status, as well as detects any unusual activity on it, such as a VM monopolizing 

resources, and trigger alerts in case of a problem facing a VM. 

Actors: VME, MANO. 
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Figure 3.1 Use Cases (UCs) for NFV Architecture Part 1 
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Figure 3.2 Use Cases (UCs) for NFV Architecture Part 2 

3.5 DESCRIPTIONS OF NFV USE CASES 

In this subsection, we will cover in detail selected use cases of the NFV 

system. The use cases in this subsection are general use cases related to the 
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system, and they were not described in any of the patterns we developed in 

Chapter 4. Therefore, we will give some details to them in this chapter. 

UC3- Establish Network SLA: this scenario shows the process of establishing an 

SLA for network service (figure 3.3).  

Summary: the NFVP Administrator generates a new SLA and forwards it to the 

Con-Admin. If they both agree on the SLA, the Con-Admin confirms acceptance. 

Actors: NFVP Administrator. 

Precondition: the Con-Admin has an account. 

Description: 

1. The NFVP Administrator generates an NFV SLA. 

2. NFVP Administrator sends the SLA to the portal. 

3. The portal forwards the SLA to the Con-Admin. 

4. The Con-Admin inspects the received SLA. 

5. The Con-Admin inspects SLA, accepts it and sends its acceptance through the 

portal. 

6. The portal forwards SLA acceptance to the NFVP Administrator, which 

registers it. 

Exceptions: in case the two parties don’t agree they need to negotiate a new or 

modified SLA. 

Postcondition: the SLA is established between the two parties. 
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Figure 3.3 Sequence Diagram for the UC3 Establish Network SLA 

UC8- Bill for service: The MANO unit handles the billing for the services provided 

to Consumers. 

Summary: the MANO calculates the cost of network services provided for 

Consumers, and sends the bill to the Con-Op. 

Actor: MANO 

Precondition: the Consumer is subscribed to a network service and has used it for 

some amount of time, and it has reached to the next billing cycle. 

Description: 

1. MANO retrieves Consumer_ID, service usage time and date.  

2. MANO calculates usage for the service provided to Consumers based on the 

service start/end time and date, as well as the Consumer ID. 

3. MANO generates the bill based on the calculation. 
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4. MANO sends the bill to Portal. 

5. The Portal sends and shows the bill to Con-Op. 

6. Postcondition: the Con-Op received a bill for the used services. 

 

Figure 3.4 Sequence Diagram for the UC8 Bill for Service 

UC4- Open Account: in order to use NFV services, consumers must open an 

account with the service provider. 

Summary: consumer operator opens an account to be able to ask for network 

services. 

Actors: Con-op 

Precondition: NFVP operator is accepting new accounts. 

Description: 

1.  Con-op sends an account request to the service portal. 

2.  Portal displays an account form. 
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3.  Con-op submits user information. 

4.  User information gets forwarded to the NFV. 

5.  User information gets forwarded to the MANO. 

6.  MANO validates user info. 

7.  MANO creates a new user account. 

8.  New account information gets forwarded to MANO. 

9.  MANO forwards user account to NFV. 

10.   NFV forwards user account to the service portal. 

11.   Service portal displays user account to the consumer. 

Exception: user credit document is not accepted.                   

Postcondition: user gets an account that he can use to request network services
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4 BUILDING REFERENCE ARCHITECTURE FOR NFV 

4.1 INTRODUCTION  

We see the ETSI framework as a block diagram with some vague 

semantics, which, as indicated earlier, is not precise enough to be the basis of 

architectural and security analysis. Thus, we use architectural modeling, using 

patterns to study the ETSI framework, which helps us to analyze the NFV system 

components and understand how they work. 

The pattern diagram in figure 4.1 shows four architectural patterns, which 

are NFVI pattern [27], VME pattern [28], VNF pattern [29], and MANO pattern [30]. 

A Pattern can be defined as a solution to a recurrent problem in a specific context 

[17]. Each pattern describes one of the leading architectural components of NFV 

described by the ETSI, noting that all our patterns follow POSA template, as shown 

in subsection 2.1.1. The NFVI is considered the infrastructure of the NFV system 

and provides the necessary resources for the VNFs [31]. The VME is part of the 

NFVI, and we describe it in detail due to its essential role in virtualization. Also, it 

contains the hypervisor that is responsible for creating and managing the VMs 

needed to run the VNFs. The MANO is the management unit that manages and 

orchestrates the NFV system. The VNFs are a software implementation of the 
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network functions that provide the functionality of NFV. Combining these patterns 

provides us with an RA for NFV. 

 

 

Figure 4.1 Pattern Diagram of NFV RA 

4.2 NETWORK FUNCTION VIRTUALIZATION INFRASTRUCTURE (NFVI) 
PATTERN 

4.2.1 Intent 
The NFVI pattern describes an architectural layer that contains the actual 

physical components as well as the virtualization layer that performs the 

implementation of network functions as virtual functions.6 

4.2.2 Example 
Dave works in a networking company that provides solutions to his 

customers. He is in charge of improving the efficiency and flexibility of the networks 

they provide. He is looking for a more cost-effective solution than using hardware 

functions as they do now, which they consider inflexible and costly. 
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4.2.3 Context 
Telecommunication providers need to provide a variety of network services 

such as routers and firewalls to a variable number of customers.  

4.2.4 Problem 
Providing a variety of network functions in a flexible and cost-effective way 

is needed to be able to compete in the market. How can we achieve this objective? 

The solution to this problem is affected by the following forces:  

I. Heterogeneity: We need to provide a variety of different types of network 

functions including some that do not have equivalent physical components. 

II. Availability: The network service should be available at most times.  

III. Scalability: The number and type of customers can change up or down 

along time. The number of functions they require also changes along time.  

IV. Location: different physical components could be distributed in different 

locations which may introduce connectivity issues if we used hardware 

devices. 

V. Upgradability: When used together with physical components an upgrade 

should not introduce issues for virtual functions.  

VI. Security: We need to provide a good level of security to our network 

functions. 

VII. Performance: Virtual functions should provide a good level of performance 

with no latency or noticeable reduction in performance. 

VIII. Cost: Using VNFs should be cheaper than using legacy network systems. 
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4.2.5 Solution 
Define an architectural unit (NFVI) that contains a virtualization layer that 

provides network functions using virtualization of hardware resources. The 

fundamental component of the NFVI is the hypervisor which creates and manages 

virtual machines that can be used to create networks for NFV consumers. The 

hypervisor also provides isolation among the virtualized entities. 

Structure 

Figure 4.2 shows the class diagram of the NFVI pattern which contains the 

hardware resources (compute, storage, network), The Virtual Machine Image 

(VMI), is a template used to create new machines and may contain an operating 

system, data files, and applications; The VMI Repository contains VMIs. The 

Virtual Machine Environment (VME) contains the VMM (Virtual Machine Monitor 

or hypervisor), which in turn manages the resources for the cloud service provider, 

and the VIM that manages the hypervisor within the VME. The VME is a pattern 

and is described in more detail in [28]. Also, the diagram shows the boundary of 

the Virtual Data Center (VDC) that is dedicated to the NFV service. The VDC 

contains the VIM and the virtual resources of the NFVI.  
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Figure 4.2 class diagram of NFVI pattern 

4.2.6 Dynamics  
NFVI includes several use cases including “Create a set of Virtual Network 

Functions”, “Assign virtual resources to user accounts”, and “Modify virtual 

resources”. In this subsection, we discuss two use cases in detail: “Create a set of 

Virtual Network Functions”, and “Stop NFV Service”. 

 

UC1: Create a set of Virtual Network Functions for a TSP  

Actor: VIM.  

Precondition: The customer has an active account.   

Description:   
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1. VIM receives an external request from a TSP to create a service composed of 

a set of VNFs. 

2. VIM sends a create service request with details about the needed resources 

for the service. 

3. The hardware unit handles the request and checks for available resources. 

4. Hardware resource details get forwarded to the virtualization layer. 

5. The virtualization layer creates a virtual function based on the available 

hardware resources. 

Postcondition:  A set of VNFs has been created for a TSP. 

 

Figure 4.3 Sequence diagram for Use Case “Create a set of Virtual Functions” 

UC2: Stop Service for a customer 

Actor: VIM.  

Precondition: the customer has an active set of VNFs 

Description:  

1. VIM receives an external request to stop VF. 

2. VIM forwards the request to NFVI to handle the request.  

3. NFVI sends a stop request to the virtual resources. 
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4. Once received Virtual resources pause the VF.  

5. After successfully passing the VF, the SP stops the service to their customer.  

 

 

 

Figure 4.4 Sequence diagram for Use Case 2: “Stop Service” 

4.2.7 Implementation 
NFV providers must have different hardware equipment ready based on the 

services they plan to provide to their users base. They need a virtual machine 

environment as a base for this software in the form of virtual machines created by 

a hypervisor. Each created service must be registered in a services repository 

where the Management and Orchestration unit (MANO) can assign it to specific 

users; this process is explained in detail in the MANO pattern [30]. The VMs in the 

VDC is used only to deploy NFV services; the VM should have only one VMI 

installed on it 

4.2.8 Known uses  
i. Ericsson NFVI solution enables operators to deploy virtual function, OSS, 

BSS, IT [32].  
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ii. Ericsson uses the standard provided by ETSI to implement NFVI. Moreover, 

their solution includes an automated MANO to have better overall 

performance.  

iii. Cisco Network Function Virtualization Infrastructure (NFVI) provides the 

virtual layer and hardware environment in which virtual network functions 

(VNFs) can operate  [33]. 

iv. Cloudland by Nokia uses an OpenStack Platform to implement an NFVI 

[34].  

v. Huawei has released its 100 Gigabit Ethernet-capable NFVI solution that 

provides high bandwidth and low latency performance [35].  

4.2.9 Consequences 
The NFVI pattern presents the following advantages: 

I. Heterogeneity—Since the networking functions are all virtual, they can all 

easily be made compatible. 

II. Availability— NFV services can be running at all times if the TSP includes 

some redundant implementation of VNFs. 

III. Scalability— Since the service will be provided in a virtualized manner the 

TSP just needs to allocate more cloud resources when the number of 

customers increases.  

IV. Location— The NFVI is part of a TSP and it can use any of the locations of 

their cloud service.   

V. Upgrades— New functions can be added to the existing VNFs without 

affecting existing functions 
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VI. Security— the NVF can build secure networks by including appropriate 

controls in them; for example, authorization to use specifics VNFs. 

VII. Performance— The TSP can allocate more VMs to a network to increase 

its performance.  

VIII. Cost— The NFVI provides a cost-effective network to its customers 

because creating new functions does not require actual hardware costs.  

4.2.10 Liabilities 
Problems may occur when trying to combine old hardware functions with 

VNFs due to integration and compatibility issues.  

Security is a concern in NFV systems. Every network function is now provided as 

software which increases its attack surface.  

4.2.11 Example Resolved 
Dave decided to use an NFV system rented from a public cloud, where 

physical components are emulated by virtual functions with the help of an NFVI. 

This allows Dave’s company to deliver network functions to the user without the 

complexity of deploying and installing new equipment.  

4.2.12 Related patterns  
● A pattern for Network Function Virtualization [36] presented the NFV 

architecture that shows how to create network services using Software-as-a-

Service (SaaS) of the cloud. This is a general pattern than contains the NFVI 

as a class. This pattern refines the details of that pattern.  

● Cloud ecosystem [4] shows how the NFV pattern interacts with the different 

parts of the cloud ecosystem as well as with other external systems. 



38 

● A pattern for an NFV Virtual Machine Environment [28] shows this 

environment and how it is related to NFV, as well as describing how the NFV 

architecture interacts with the virtual environment.  

● A pattern for NFV Management and Orchestration (MANO) is given in [30]. 

This pattern shows how the NFVI is managed and controlled by the MANO 

unit.  

● A Reference Architecture model for NFV is provided in [37], which shows all 

the components of the architecture. 

● A Pattern for VNF that shows the virtual network functions in NFV is given in 

[29]. 

 

4.3 A PATTERN FOR NFV VIRTUAL MACHINE ENVIRONMENT (VME)  

4.3.1 Intent 
The VME of NFV creates virtual machines that can be used to create and 

host VNFs for Consumers. 

4.3.2 Context 
NFVP, who are telecommunications company (telco), need to create virtual 

networks for their Consumers. The VME of NFV allows Consumers to use 

virtualized network services/functions (VNFs) that support different types of 

software systems. VNFs may be composed of different components (VNFCs), 

where each one can be scaled differently. 



39 

4.3.3 Problem 
NFVP needs to be able to create virtual networks in a fast and flexible way 

to adapt to market changes or they will not be able to have a successful business. 

Therefore, the VMs created for NFV must be isolated from each other and be 

flexible in terms of scalability. Scaling virtualized entities (VNFs) within a traditional 

VME could propagate to unnecessarily scale other entities. Moreover, compatibility 

is an issue due to the integration of different hardware components from different 

manufacturers in the infrastructure. 

 

4.3.4 Forces 
The possible solution to this problem is constrained by the following: 

I. Flexibility: Consumers may require a variety of VNFs running on different 

types of software systems; therefore, VMs should be able to run different 

types of software systems. 

I. Elasticity: VNF resources should be dynamically and easily scale-up or 

down. 

II. Extensibility: It should be possible to dynamically add more network 

services within the VNFs. 

III. Isolation: VMs running on the same hypervisor should have strong isolation; 

in case a VM is compromised the threat should not propagate to the other 

VMs or to the hosted hypervisor. 
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IV. Integration: The virtualization environment comprises multiple virtual 

entities, which should be able to communicate and integrate with each 

other. 

V. Relocation: VMs should be easily migrated to anywhere in the network. 

VI. Complexity/Overhead: The virtualization environment should have as little 

complexity and overhead as possible. 

VII. Reliability: The VMs should be reliable to assure continued use of the VNF. 

4.3.5 Solution 
The VME of NFV includes a hypervisor that creates and manages virtual 

machines that can be used to create networks for Consumers. The hypervisor 

ensures isolation among the virtualized entities, as well as flexibility in which 

Consumers would be able to transparently scale up/down the resources of a 

VNFC. 

4.3.6 Structure 
Figure 4.5 shows a class diagram for the Virtual Machine Environment 

(VME) of NFV (in dotted line). The Hypervisor controls hardware (storage, 

compute, network) to produce virtual resources. It contains several internal parts 

including an emulator, which is responsible for emulating the CPU, storage and 

network devices in VMs; the scheduler which uses a virtual CPU (vCPU) to 

schedule VMs for execution; a hypercalls table where the virtualization requests 

by VMs defined such as a call for managing disk partitions and memory 

management unit (MMU); drivers for all hardware units, i.e., storage, network and 

input devices, that are necessary to support the VMs when accessing hardware, 
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and a management API that allows the hypervisor to receive commands to perform 

managerial tasks such as create, terminate, migrate, and replicate a VM. Also, the 

hypervisor controls the Virtual Machine Image (VMI) repository that stores VM 

Images (VMIs). Each VM can be built only from one image. The VM class is 

duplicated into two subclasses, Primary VM and Backup VM, to provide reliability; 

backing-up the VM is optional upon Consumer request. The VNF is a software 

functionally equivalent to a network element in the hardware, while the VNFC is an 

internal component of a VNF. Further, the VIM which is a MANO component 

manages the hypervisor, which is required to collect and send all the relevant 

metrics from the compute, storage, and network domains to the VIM. 

 



42 

                       

  

Figure 4.5 Class Diagram of the VME of NFV 

4.3.7 Dynamics 
UC11: Create a VM upon requesting a VNF (figure 4.6) 

Summary: the Con-Op requests a VNF, such as a vSwitch, that in turn requires to 

create a VM; the request is fulfilled by the VIM, which is a MANO unit responsible 

for managing resource allocation requests. 

Actor: VIM on a request from a Con-Op. 

Precondition: the Con-Op should have a valid account to request a VNF. 
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Description:  

1. A recent request from a Con-Op who requests a VNF. 

2. The VIM sends a request to the hypervisor to create a VM. 

3. The hypervisor receives the request and creates the VM.  

4. The hypervisor sends an acknowledgment to the VIM that the VM is 

created. 

5. The VIM will report that the VM is created to host the requested VNF.  

Postcondition: A VM is created and assigned to the indirect request of VNF by the 

Con-Op. 

 

 

Figure 4.6 Sequence Diagram for the UC Create a VM upon Requesting a VNF 

UC21: Modify Resources: this scenario shows the use case of modifying the 

resources of a VNFC, which is an internal part of a VNF. 

Summary: the VIM receives an indirect request from a Con-Op for modifying the 

resources of a VNFC, for instance increasing the ports of a vSwitch. This allows 
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modifying resources of one component without the need to modify the other 

components within a VNF. 

Actor: VIM on a request from a Con-Op. 

Precondition: the Con-Op should have a valid account to request modifying the 

resources of a VNFC. 

Description: 

1. A recent request from a Con-Op who requests to modify a VNFC. 

2. The VIM sends a request to the hypervisor to modify the resources of a VNFC. 

3. The hypervisor checks for available resources. 

4. The hypervisor modifies the resources through a controlled VM. 

5. The hypervisor sends an acknowledgment to the VIM that the resources of the 

VNFC are modified. 

Postcondition: the resources of the VNFC is modified. 

 

 

Figure 4.7 Sequence Diagram for the UC 21 Modify Resources of a VNFC 

4.3.8 Implementation 
Figure 4.8 shows a class diagram for the NFVI pattern [27]. The VME of 

NFV is part of the virtualization layer of the NFVI; it includes the hypervisor and 

interconnected with several virtualized and hardware components. 
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As we described earlier, the hypervisors can be classified based on the way 

the hypervisor installed (type 1 or type 2) and the type of hardware emulation (full 

or para-virtualization). Our approach here is a monolithic bare-metal hypervisor 

where the hypervisor runs directly on the hardware, and the device drivers are 

hosted on the hypervisor itself. This approach ensures a better performance to the 

VMs as it always have the correct driver installed. Also, it has less attack surface 

as long as it has less hypercall [38] libraries and the management interface is not 

in a partitioned VM as it is in microkernel hypervisors . However, there should be 

various types of drivers such as network interface cards, hard drives, and graphics 

drives, etc., to make sure they support as much VM as possible. An example 

product of this approach is VMWare ESXi hypervisor [39]. A drawback of this 

approach is the hypervisor will run only on a selective number of systems [40]. 

Also, because they reside on the hypervisor, if one driver is compromised, the 

threat may propagate to the entire virtual architecture along with the hypervisor. 

Xen and Microsoft’s Hyper-V instead are bare-metal microkernelized 

hypervisors [41]. The device drivers are installed in a partitioned VM called parent 

VM in Hyper-V and Domain 0 in Xen, and then these drivers are inherited to the 

child VMs. This means VNFs running in child VMs have more flexibility in terms of 

compatibility with physical hardware. However, this flexibility makes the parent VM 

to have a larger attack surface [28]. Indeed, if the operating system running on the 

parent VM is compromised, then all VMs associated with it will crash [42]. 

Lastly, our pattern shows how the VNFs/VNFCs are created using virtual 

machines, but software containers can also be used to build VNF [43]. Further, 
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Software Defined Network (SDN) is a network technology that ensures network 

agility and flexibility by decoupling the data plane from the control plane; SDN and 

NFV are a complement to each other [44], and can be used to better implement 

VNFs. [42] leverages OpenFlow, which is a protocol that enables SDN 

architecture, to implement an NFV router. 

 

Figure 4.8 Class Diagram of the NFVI Pattern 

4.3.9 Known Uses 
I. VSphere is a virtualization platform by VMware that provides a virtualization 

environment for VMs [39]. 

II. Hyper-V by Microsoft provides a virtual machine environment that enables 

users to create virtual devices such as virtual hard drives and vSwitches 

that can be added to VMs [45]. 
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III. The Alcatel-Lucent has Cloudband, an NFV platform that allows service 

providers to orchestrate infrastructure, applications and networks in a single 

virtualized infrastructure [46]. 

IV. Nokia has several NFV products for hosting and orchestrating VNFs within 

its virtualization environment; for instance, CloudBand infrastructure 

software, which is an NFVI and VIM software product that optimizes the 

infrastructure virtualization [47]. 

V. Cisco and Intel contributed to developing a virtualization environment that 

runs optimal and high-performance VMs [48]. 

4.3.10 Consequences 
I. Flexibility: We are able to run VNFs on different types of software 

systems, and we can create a variety of network functions, even some 

which don’t have an equivalent hardware unit. 

II. Elasticity: The NFV hypervisor dynamically handles hypercalls regarding 

scaling-up or down the VNF resources as well as access to hardware 

resources. 

III. Extensibility: It is possible to dynamically add new network services and 

functions. 

IV. Isolation: The NFV hypervisor provides isolation among the virtualized 

entities, and mediates access to hardware; a rogue VM would not be able 

to access resources belonging to the hypervisor or to other VMs. 
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V. Integration: The NFV hypervisor allows multiple virtual entities to 

communicate and integrate with each other taking care of managing the 

virtualization layer of NFV system. 

VI. Relocation: It would be possible to migrate or relocate VMs to different 

locations in the network. 

VII. Complexity/Overhead: The NFV hypervisor promises less complexity and 

overhead than paravirtualization as it supports full virtualization where 

VMs run as physical machines, and in turn, there will be a low number of 

hypercalls. 

VIII. Reliability: With the VME of NFV, error propagation would be easy to 

maintain as it supports redundant sites; there will backups for VMs in case 

a VM is crashed. 

4.3.11 Related Patterns 
● A pattern for NFV [36]: presented the NFV architecture that shows how to 

create network services using cloud Software-as-a-Service (SaaS), in 

which VNFs can be created using VMs. 

● A pattern of SaaS in clouds [49]: shows the architecture of cloud SaaS in 

applications are hosted by cloud providers and offered for consumers as 

on-demand services; these applications can be in form of VNFs. 

● Virtual machine operating system architecture [19]: provides an 

environment that a hypervisor creates VMs, in which the virtualized 

resources can be used for NFV. 



49 

● A pattern for virtual machine environment [50]: provides an environment in 

which VMs can be created and managed according to user requests, and 

enables VMs to execute multiple types of applications and operating 

systems. 

● The software container patter [51]: provides a solution to host applications, 

binaries, and libraries sharing the same operating system and hardware. 

Containers are lightweight and secure but have less flexibility than VMs. 

● Cloud ecosystem [9]: shows how the NFV pattern interacts with the different 

parts of the ecosystem patterns. 

● Infrastructure-as-a-Service (IaaS) pattern [51]: allows the sharing of 

infrastructure level resources such as servers, storage, and network. 

 

4.4 NFV MANAGEMENT AND ORCHESTRATION (MANO) PATTERN 

4.4.1 Intent  
MANO unit is an architectural block for NFV that addresses management 

and orchestration of the entire NFV service. This includes computing, networking, 

and virtual resource management, and network life cycle monitoring. 

4.4.2 Example 
Dave is subscribed to an NFVs service that provides him with twenty ports, 

four load balancers, one QoE measurement tool and finally a firewall to ensure the 

security of the network. However, Dave’s business grows, and he has decided to 

extend his office so he needs to scale up his network and add another twenty ports 
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which will also lead to adding four more load balancers. He requested them from 

the TSP. How can the TSP provide them and scale up the current service? 

4.4.3 Context 
Different components in the NFV architecture such as physical resources 

and virtual services (VNFs) have to be managed and assigned to network users in 

a proper way. Together they provide Network Service (NS) to the user. We can 

define Network Service (NS) as a package of network functions virtualized to the 

user to provide network functionality similar to the one the user consumes using 

legacy network systems . In NFV these network packages are called network 

graphs. Moreover, different services must be visible to users in a network services 

catalog that gets updated regularly according to the available resources in the pool 

in order for the user to choose from it.  

4.4.4 Problem 
NFV contains different functions from different vendors that must be 

managed. This includes resource allocation in the NFVI which could be very 

complex since different requirements and constraints have to be met at the same 

time. Also, the allocation and release of resources is a dynamic process that needs 

to be fast and effective in response to their consumption.  

4.4.5 Forces 
The solution to the management of NFV functions is affected by 

I. Flexibility: we would like to run different types of network services because 

the consumer has different needs.  
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II. Isolation: users shouldn’t be able to have access to system functions or 

have access to functions provided to other users whether by error or 

intentionally.  

III. Security: The created network graph should be secured from unauthorized 

access.  

IV. Scalability: increasing the number of units in NFV may introduce integration 

problems due to the variety of interfaces and protocols. We need to assure 

their smooth integration.  

V. Modularity: NSs should have a well-defined interface in order for the user 

or another subsystem to interact with it and to improve interoperability.  

VI. Extensibility: We would like to be able to add new functions and features 

because of the changing needs of consumers.  

VII. Management: We need to be able to handle the lifetime of a large number 

of networks with different requirements.  

VIII. Performance: We need to provide the consumer with a satisfactory level of 

performance. 

4.4.6 Solution 
MANO contains components for the management of the system allowing 

the NFV components to interact with each other in the NFV system. The MANO 

manages virtualized resources as well as hardware resources including updating, 

scaling and operating the resources. Moreover, it takes care of managing the 

virtual functions and the life cycle of VNFs. The MANO also handles the emulation 
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of hardware resources and their presentation as a software entity. Also, The 

MANO contains different catalogs for the resources that together create NSs. 

4.4.7 Structure 
Figure 4.9 shows the class diagram for the MANO pattern in dotted lines as 

well as its interaction with other components in the system. 

 

 

Figure 4.9 Class diagram for the structure of MANO unit 

Orchestrator is considered the heart of the MANO pattern since almost all the 

components of the system connected to it. Including NFV instance, NS catalog, 

VNF catalog, and NFVI resources. VNF Manager takes control of Element 

Management Systems, which in turn controls the actual VNF. VNF Manager 

communicated with the Virtualization infrastructure manager to update the 

Orchestrator with the status of the infrastructure of the system. The NFVI is also 

responsible for four more tasks which are: 
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● Fault and performance management of hardware, software, and virtual 

resources.  

● Manages the life cycle of virtual resources in an NFVI domain.  

● Monitor the inventory of virtual machines and which physical resources 

related to it. 

● Manage the emulation of physical resources into virtual resources. 

The NS catalog, NFV instance, VNF catalog, and NFVI resources are all 

repositories that contain metadata about different components that could be used 

to build an NFV service [52]. NS catalog contains a list of usable network services 

as well as a template for possible services to be provided to user, NFV instance 

holds all details about network services instances and how its related to VNF 

instances catalog which contain description of VNF deployment and operational 

processes ,and NFVI resources which contain all the resources available to the 

system to establish NFV service. Finally, the NFV orchestrator class takes care of 

the coordination and management of the four repositories earlier mentioned.  

 

4.4.8 Dynamics 
MANO use cases include “Request NFV network”, “Modify NFV network”, 

“Migrate NFV service”, as well as other use cases. In this subsection, we cover 

three use cases which are “Request NFV network”, “Terminate an NFV network”, 

and “Modify an NFV service”.  

 

UC1: Request NFV network 
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Summary: the NFV consumer requests a network, and in turn, the NFV 

orchestrator handles the request.  

Actor: NFV orchestrator.  

Precondition: the NFV consumer has a valid account with the NFV provider.  

Description 

1. The NFV orchestrator receives an NFV network request from a consumer.  

2. NFV orchestrator checks available resources in the NFVI resources 

repositories  

3. NFV Orchestrator forwards requests to the VIM.  

4. VIM forwards the request to NFVI. 

5. The NFVI sets up the service and create a VMs to host the service.  

6. NFVI confirms network creation to the VIM. 

7. VIM confirms network creation to NFV orchestrator.  

8. NFV Orchestrator assigns service ID to the user ID which requested it.  

Postcondition:  a new NS will be created and assigned to the user who requested 

it.   

Exception: the requested network cannot be provided due to a lack of resources. 

After the NFVI receives the request and before creating the network graph it must 

check for the resources and inform the customer with the result.  
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Figure 4.10 Sequence diagram for requesting a service 

UC2: Terminate an NFV service 

Summary: the NFV consumer requests termination of service, and in turn the NFV 

orchestrator handles the request.  

Actor: NFV orchestrator.  

Precondition: the NFV consumer has a working network.  

Description:  

1. NFV orchestrator receives a service termination request from a consumer. 

2. NFV orchestrator forwards the request to VNF manager.  

3. VNF Manager terminates VNFs related to the network; this step is repeated 

until all VNFs services are terminated. 

4. VNF manager notifies VIM of NFV service termination.  

5. VIM notifies NFVI of NFV service termination. 

6. NFVI releases resources of NFV service. 

7. NFVI notifies the VIM of the release of resources. 

8. VIM notifies the NFV orchestrator of the release of resources.  



56 

9. NFV orchestrator updates repositories.  

Postcondition:  The network will be terminated, and the resources of the network 

will be returned to the resource pool. 

 

  

 

Figure 4.11 Sequence diagram for service termination. 

UC3: Modify an NFV service 

Summary: the NFV consumer requests a modification of network service that 

he/she already has, and in turn, the VNF manager handles the request.  

Actor: VNF Manager.  

Precondition: the NFV consumer has a working network service.  

Description:  

1. VNF manager receives a network service modification request from the user. 

2. VNF manager forwards user requests to the NFV orchestrator.  
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3. NFV Orchestrator checks available resources in the resource’s repository. 

4. This use case has two alternative scenarios: 

A-[Resources Available] 

1. NFV Orchestrator forwards the request to VIM.  

2. VIM forwards the request to NFVI.  

3. NFVI modifies the network service according to the user needs.  

4. NFVI confirms network service modification to VIM.  

5. VIM confirms network service modification to NFV orchestrator.  

6. NFV Orchestrator confirms network service modifications to NFV manager. 

B-[Resources not available] 

1. NFV Orchestrator Notifies VNF manager of unavailability of resources 

Postcondition:  

1. The user network service will be modified to meet his needs. 

2. The user will be notified that there aren’t available resources to fulfill his 

request. 
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Figure 4.12 Sequence diagram for Modify an NFV service 

4.4.9 Implementation  
A TSP that implements VNFs can either create their own MANO unit or it 

can be rented from other providers to be composed with the NFV architecture that 

TSP provides. The MANO should provide management for the different entities 

and components of NFV [53]. VNF management unit is always a part of MANO 

controls and access all the VNFs in the system to provide management tasks 

including fault and performance management. A Virtualized Infrastructure 

Manager is also created to have access to the hardware resources and takes care 

of decoupling and transforming these hardware resources into virtual resources in 

order to be used to build VNFs. The internal components of MANO are 

interconnected with each other through different reference points, reference points 

also connect external NFV components to the MANO [54].  

 



59 

A good implementation of MANO is Open source MANO (OSM) which is 

created by ETSI with the help of different contributors in the industry. Open MANO 

allows the entire infrastructure of NFV to be deployed and configured in minutes 

to avoids the need for expensive and time-consuming customization [55]. Open 

MANO have the following advantages [56]: Automated end to end service 

orchestration, a plugin model that allows integration of multiple NFVIs with different 

hardware’s, fault and performance management of NS, support for network service 

scaling, support simplifying VNF package generation with user friendly interface, 

support for NS instances with VNFs running in multiple different datacenters, and 

catalog and repositories search functions.  

Several main leaders in the networking industry use OSM such as Atos, 

Cable labs and Verizon.  Figure 4.13 shows a simplified view of OSM architecture 

[55]. 
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Figure 4.13 OSM architecture simplified view 

4.4.10 Known uses  
I. Ericsson uses Anuta Networks Solution in order to provide Management 

and orchestration for their NFV architecture [57]. 

II. The OPEN-Orchestrator Project has an open-source orchestration that 

provide orchestration and management for software-defined networking 

(SDN) and network function virtualization (NFV) operations provided by the 

Linux Foundation [58]. 

III. Hewlett Packard Enterprise (HPE) uses a MANO provided by Ciena called 

Blue Planet NFV orchestrator [59]. 

IV. Huawei created their own MANO which is called CloudOpera MANO [60]. 

V. Open source MANO (OSM) is an open source project provided by ETSI, 

which implements the ETSI MANO framework [55]. 

4.4.11 Consequences 
The MANO pattern presents the following advantages: 

I. Flexibility: we can run different types of network services.  
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II. Isolation: The VIM ensures that the underlying infrastructure is protected.   

III. Security: VNF manager should ensure that network functions and network 

graphs including virtual links, virtual networks, sub-nets etc are only 

accessed by authorized users.  

IV. Scalability: MANO can handle the increase of NFV services 

V. Modularity: Orchestration part of the MANO provides NS execution with a 

VI. standard interface that is easy to adopt to other subsystems. 

VII. Extensibility: It is possible to dynamically provide additional services by 

adding more resources to the repositories. 

VIII. Management: using MANO we can handle and manage the life cycle of any 

number of networks with different requirements in the same time  

IX. Performance: We can provide the consumer with a satisfactory level of 

performance.  

4.4.12 Example Resolved 
When Dave wants to expand his network service, he will log into the portal 

of his NFV provider and request network service modification. The request will be 

sent directly to the MANO in order to be handled. The MANO will check in the 

repositories for available resources and then forward the request to the VNF 

manager to perform the necessary changes to the service. In Dave’s case the VNF 

manager will add twenty more ports, four new load balancers, and make sure that 

they are connected to the network and expand the coverage of the firewall to 

include the new ports. finally, the orchestrator will notify Dave with the result of the 

request.   



62 

4.4.13 Related Patterns  
● A pattern for Network Function Virtualization [36]: presented the NFV 

architecture that shows how to create network services using cloud 

Software-as-a-Service (SaaS). 

● Virtual Machine Operating System architecture [19]: describes the structure 

of the hypervisor and its VMs. 

● Cloud ecosystem [9]: shows how the NFV pattern interacts with the different 

parts of the ecosystem. 

● A pattern for an NFV Virtual Machine Environment [28]: shows this 

environment and how it is related to NFV, as well as describing how the 

NFV architecture interacts with the virtual environment. 

● A pattern for SaaS is given in [49]. 

● A Pattern for VNF is given in [29]. 

 

4.5 VIRTUAL NETWORK FUNCTION (VNF) PATTERN 

4.5.1 Intent 
A Virtual Network Function (VNF) is a software module which realizes 

network functions as software rather than having them represented via hardware. 

A set of VNFs can be combined into a network graph that represents a complete 

network. 
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4.5.2 Example 
Dave wants to start a company where he will offer a variety of network 

configurations that can subsequently be modified. Therefore, he will need a variety 

of network solutions that provide the required flexibility to achieve that objective.  

4.5.3 Context 
Telecommunication companies that intend to present network functions to 

their consumers in a flexible and cost-efficient way. 

4.5.4 Problem 
Different network functions may be provided from different vendors and 

require different network devices which may make integrating these components 

with each other troublesome. If we need to scale the network up or down, we will 

need to spend time and money. Moreover, the installation of the network 

equipment will need professional technicians. Also, updating the equipment will 

also require a lot of effort to keep up with new technologies; hardware devices are 

not flexible and it is not easy to modify their functions. How can we provide a more 

flexible and responsive services to our customers? 

4.5.5 Solution 
The solution to this problem is affected by the following forces: 

I. Heterogeneity: we want to be able to combine VNFs coming from different 

providers which may have different standards.   

II. Life cycle: VNF life cycles have different stages starting from emulation 

hardware to software until termination; therefore, we need proper 
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management as well as the ability to configure them without disturbing the 

service. 

III. Availability: VNFs have to be up and running at most times.  

IV. Scalability: VNFs should be able to scale up or down and to include a single 

VNFC (VNF software component) or several VNFCs without a problem.  

V. Location: VNFs should be dynamically portable and accessible from any 

location with no problems.   

VI. Upgrades: VNF software should be upgradeable without affecting the 

continuity of provided services.  

VII. Security: The created network graph should be able to be secured from 

unauthorized reading or modification.  

VIII. Modularity: VNFs should have a well-defined interface in order for the user 

or another subsystem to interact with them and to improve interoperability.  

IX. Performance: VNFs should perform all the tasks that the legacy networks 

provide to users’ expectations.   
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4.5.6 Structure 

 

Figure 4.14 Class diagram for the  VNF pattern 

Figure 4.15 shows the class diagram of the VNF pattern (within dotted 

lines). A fundamental class in this pattern is the VNF Manager which controls each 

VNF in the system, including scaling up and down the VNF and monitoring it. Each 

customer that uses the system can request networks through a Portal; customers 

can also modify and terminate the network. Each Network Graph represent a full 

network service assigned to an Account in the system. The EMS class takes 

control of operating the VNF throughout the VNF life cycle. NFVI manages the 

resources of the VNFCs and do several other tasks such as handling the emulation 

process of hardware components into virtual network components. Each VNF in 

the system is created from the combination of one or more VNFCs. 
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4.5.7 Dynamics  
VNF use cases include “Create VNF” (create a new VNF), “Consume VNF” 

(use an existing VNF), “Request VNF” (request a VNF from a telco catalog), 

“Terminate VNF”, “Modify VNF” (add or modify operations), “Delete VNF” (from the 

telco catalog), and “Build a Network Graph using VNFs”. In this section we 

describe three use cases: “Consume VNF”, “Request VNF” and “Terminate VNF.  

 

UC1: Consume VNF (Figure 4.16). 

Summary: the NFV consumer wants to use an existing VNF.  

Actor: NFV consumer.  

Precondition: the NFV consumer has a valid account with the NFV provider.  

Description:   

1. NFV consumer logs in to the portal with his account details.  

2. The system verifies the user credential. 

3. The consumer gets access to the account.  

4. The consumer gets access to the network graph 

5. The consumer consumes the VNF service.   

Postcondition:  The user has access to the VNF service and may consume it.  
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Figure 4.15 Sequence diagram for consuming VNF service 

UC2: Request VNF (Figure 4.17) 

Summary: the NFV consumer requests a VNF service from the catalog to be added 

to the existing network graph that the user got from the NFV provider.  

Actor: NFV consumer.  

Precondition: the NFV consumer has a valid account with the NFV provider.  

Description:   

1. The consumer sends a VNF request with its needed requirements. 

2. Portal forwards user request. 

3. Consumer account gets verified. 

4. Account validates the requirements and forwards request to NFV orchestrator 

to handle the request.  

5. NFV orchestrator forwards the request to VNF Manager. 

6. VNF manager assigns VNF to the user ID.  

7. New VNF is assigned to Network Graph. 

8. Network Graph assigned to user ID and account.  
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9. Account confirms request success.  

10. Portal confirms to the user the success of his request.  

Postcondition:  The system will create a new VNF and assigns it to the user 

account ID.  

 

Figure 4.16 Sequence diagram for requesting a VNF service 

UC3: Terminate VNF (Figure 4.18) 

Summary: the NFV consumer has a network graph that contains several VNFs and 

he wants to terminate one of the VNFs that he doesn’t need anymore. 

Actor: NFV consumer.  

Precondition: the NFV consumer has a valid account with the NFV provider and 

an active network graph.  

Description:  

1. The Customer sends an VNF termination request to the portal with the ID of 

the VNF he wishes to terminate. 

2. The portal forwards the customer request to the account class.  

3. Consumers account gets verified. 

4. The request is forwarded to the NFV Orchestrator.  

5. NFV orchestrator forwards the request to VNF Manager. 
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6. VNF manager sends pause request with the VNF ID to the target VNF. 

7. VNF sends a confirmation to VNF manager that the specific VNF is paused. 

8. VNF manager sends terminate request to the target VNF. 

9. The target VNF gets terminated. 

10. Confirmation of termination is sent to the VNFM. 

11. VNFM confirms Termination to NFV orchestrator 

12. NFV orchestrator confirms Termination to Account unit. 

13. Account unit confirms Termination to the portal. 

14. The portal notifies the user of termination of the selected VNF.  

Postcondition: A specific VNF has been terminated.  

 

 

Figure 4.17 Sequence diagram for terminating a VNF service 

4.5.8 Implementation  
NFV providers can implement VNFs through composing one or multiple 

VNFCs; each VNFC defines a network function as a software entity deployed into 

a virtualized container. Multiple VNFs have to be chained with each other in order 
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to build complex services in a process called Service Function Chaining (SFC) 

[61]. 

Each function is emulated by a virtual function performed through a 

virtualization layer in the NFVI and managed by the VNFM. Figure 4.19 illustrates 

the VNF life cycle. The VNF manager by default creates different network graphs 

that may meet users’ requirements. The process starts with the development of 

the network graph by combining several VNFCs together [62]. Next, the VNF 

manager has to validate that the different components work with each other in sync 

without any component affecting the performance of other components. The VNFs 

will be deployed to the user upon request. Once the user requests a VNF the 

management process starts from setting up the service and assign it to the user 

account until termination of the service. Other management tasks include scaling 

up and down the network and stop the VNF.  

 

 
Figure 4.18 VNF life cycle 

 

4.5.9 Known uses  
I. Cisco uses VNFs in its CSR 1000V cloud services routers [63]. This router 

includes a zone-based firewall with Access Control Lists for authorization. 

It runs on a Google Cloud Platform (GCP).  
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II. Blue Planet is a division of Ciena networking solutions that provides VNF 

services [64]. They combine NFV with SDN for potential greater user control 

and increased efficiency.  

III. F5 solutions provide Virtual Network Functions including Vrouting and load 

balancing as well as complete life cycle management of VNFs [65]. The 

packages can be purchased in capacity-based throughput options of 5, 10, 

and 50 Gbps increments, which simplifies network planning, sizing, and 

purchasing. This solution includes the F5 VNF Manager [66]. 

IV. Alcatel-Lucent has the Cloudband [46], with which users can select and 

instantiate individual VMs and storage volumes as well as complex carrier 

applications. Using Bell Labs algorithms, CloudBand finds an optimal 

location for these virtual elements based on resource availability, latency 

and high availability requirements, compliance, regulatory requirements 

and other business policies. These optimizations can be tailored around 

resource cost, cost-to-operate, customer requirements, compliance, and 

regulatory concerns. Cloudband can operate with different hardware 

platforms. 

V. Ericsson has implemented VoLTE (Voice over LTE) services using VNFs 

[52]. 

VI. Qosmos is a networking solution company that provide NFV services as 

well as standalone VNF components and tools to the customers [67] [61]. 

They implement the Orchestrator using OpenStack functions. Figure 4.20 

shows the Qosmos architecture for VNF service. 
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Figure 4.19 Implementation of Qosmos VNFC in an NFV architecture 

4.5.10 Consequences 
The VNF pattern presents the following advantages:  

I. Heterogeneity: different network functions can be integrated with each other 

without worrying about compatibility between hardware components or 

different standards since they are now implemented in virtualized manners.  

II. Lifecycle: The VNF Manager can create and control the VNF life cycle.  

III. Availability: The VNF can always be available to users  using different cloud 

solutions to achieve availability. 

IV. Scalability: VNFs can be scaled up or down and can include one or several 

VNFCs.   

V. Location: Having the service provided as software allows its distribution and 

access from many locations.  
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VI. Upgrades: We can upgrade a single or several VNFs without affecting the 

services to be provided to the user.  

VII. Security: different levels of security could be applied to different users and 

application in order to protect the network graph.  

VIII. Modularity: VNFs can have a well-defined interface to allow users to interact 

with the system. 

IX. Performance: We can provide to the consumer a satisfactory level of 

performance by allocating the necessary resources.  

4.5.11 Liabilities  
This pattern has the following liabilities: 

I. Since some users may require custom-built networks this pattern can’t fulfill 

their needs and human interaction is required.  

II. Securing user data from internal attackers or imposters is another issue that 

may face VNF. 

III. Availability could suffer if the cloud service goes down because the NFV 

system relies directly on the cloud service provider. 

4.5.12 Example Resolved 
When Dave started planning the equipment that he will need in order to 

have networking solutions in his company, instead of using traditional networks he 

decided to use Virtual Network Functions and subscribed to a virtual network 

function provider. Doing that allowed Dave to scale up and down his network 

whenever he needed and to have a large variety of functions to provide his users. 
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In addition, having a virtual network allowed the network to be deployed instantly 

in the customer location.  

4.5.13 Related patterns  
● A pattern for SaaS is given in [50] that shows how different components of 

SaaS interact with each other as well as external components. 

● A pattern for Network Functions Virtualization [36] presented the NFV 

architecture that shows how to create network services using Software-as-

a-Service (SaaS) of the cloud this pattern represents the base for NFV 

architecture other pattern related to NFV can be added to it to enhance it 

and illustrate the system more. 

● Cloud ecosystem [9] shows how the NFV pattern interacts with the different 

parts of the ecosystem.  

● A pattern for an NFV Virtual Machine Environment [28]: shows this 

environment and how it is related to NFV, as well as describing how the 

NFV architecture interacts with the virtual environment.  

● A pattern for NFV Management and Orchestration (MANO) is given in [30] 

which represent MANO unit and how it takes control of different components 

of NFV system.  

● A Reference Architecture for NFV is provided in [37]: shows the 

architectural components of NFV.  

● A Pattern for NFV Infrastructure is given in [27] that shows the infrastructure 

where NFV services are deployed.  
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4.6 THE PROPOSED REFERENCE ARCHITECTURE FOR NFV 

In this chapter, we present the RA that illustrates the architecture of NFV 

systems. Figure 4.21 shows the patterns that contributed in building this RA. Since 

we explained all these patterns in every subsection, we won’t go into details here. 

This RA can be extended into SRA by adding to it misuse and security patterns 

[24]. 

 
Figure 4.20 Pattern Diagram of NFV RA 
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Figure 4.21 The Reference Architecture for NFV 

Now that we have a good understanding of how the fundamental 

components of NFV work we are ready to present the RA of NFV in Figure 4.22.  

This RA shows the global view of the NFV environment. Each architectural 

component is shown in addition to the interactions between its components. The 

portal is the gate to access the NFV services by the system consumers, where 
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they will get connected to the accounts they own. Consumer accounts are 

connected to network graphs which represent the networks the consumer can use. 

This network graph is created from one or several VNFs, as it was explained in 

detail in section 4.2.4. The hypervisor was presented in the VME pattern, and it 

plays an important role in the NFV system since it controls the VMs of the entire 

VME (see subsection 4.2.2.) The API is an interface to VNFs from the user has 

access to the virtual. Orchestrator, VNFM, and VIM are all parts of MANO pattern 

that has been explained in subsection 4.2.3. 
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5 VALIDATION OF THE ARCHITECTURAL MODELS 

Reference architecture modeling has been proven to be a powerful 

mechanism to present and understand complex systems. However, RA is 

considered an abstract model, and such models cannot be evaluated in terms of 

performance, reliability, or security using traditional experimentation or testing 

methods [11]. On the other hand, other criteria could be used to validate our RA 

and patterns. We can achieve validation of abstract models by comparing our RA 

model to models of commercial NFV systems, explicitly comparing the 

fundamental components of our NFV RA with the elements of these systems; 

keeping in mind that some of these systems use additional components as add-on 

to support their functions that are not essential. First, our patterns include “Known 

Uses” subsections, which indicate examples of commercial NFV models that have 

the same critical components necessary to ensure network service operability. For 

instance, we have found that our NFVI model can be mapped to five commercial 

models which are Ericsson, Nokia, Cisco, Alcatel, and Huawei. Second, we can 

show the usefulness of our models by showing what can be done with them where 

they can be implemented. All our patterns also contain an “Implementation 

subection” that indicates software-related aspects and how the pattern features 

can be realized. For example, in the VNF pattern, we showed how a system could 

apply VNFs as well as the life cycle of VNF from creation to termination. Moreover, 
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we have presented our work in several architectural platform meetings, such as 

Pattern Languages of Programming (PLoP) conferences, where we received 

significant feedback on the usefulness and benefits of this work.  

In terms of precision, we created our RA through UML modeling and a well-

defined pattern template, which is a method widely used and approved in software 

engineering as more precise as compared to other representations such as textual 

or block diagrams.  

We decided to compare our work to three different platforms that offer NFV 

services, noting that all these platforms are still under evaluation, and their 

architecture may be changed in the future. Further, we will also refer to the Global 

System for Mobile Communications Association (GSMA) best practices and 

requirements for NFV [68] [69]. GSMA unites more than 750 operators with almost 

400 companies in the broader mobile ecosystem, including handset and device 

makers, software companies, equipment providers, and internet companies, as 

well as organizations in adjacent industry sectors. In their NFV requirements and 

best practice, they suggested that any NFV system should at least include: NFVI 

layer, MANO unit, VNF packages, and OSS/BSS. All the requirements that GSMA 

suggested to have in an NFV system are included in our RA, which proves the 

completeness of our RA. 

5.1 RED HAT NFV PLATFORM 

Red Hat is considered one of the world's leading providers of open-source 

software solutions. One of their products is Red Hat Network Functions 

Virtualization platform, which is a platform built on Red Hat Enterprise Linux 
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OpenStack Platform. It enables convenient deployment of NFV and VNFs services 

from multiple suppliers [70]. Although their NFV solutions include some of their 

own add-ons that are not included in our RA, such as Red Hat OpenStack as a 

virtualization platform. Other fundamental components that are necessary for NFV 

system to be up and running are included, such as VNFs, NFVI layer, and MANO 

unit, which are all represented by standalone patterns and are part of our final RA. 

Figure 5.1 shows the Red Hat NFV platform.      

 

Figure 5.1 Red Hat NFV Platform 

 

5.2 OPEN PLATFORM FOR NFV (OPNFV) 

OPNFV is a project of the Linux Foundation. OPNFV aims to provide an 

open-source platform to apply NFV services with the help of other open-source 
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components such as OpenStack and open vSwitchs [71]. OPNFV works closely 

with ETSI, so their architecture reflects on the architecture proposed by ETSI. The 

support of their platform is highly active; they also have their own technical forum 

to address performance, interoperability, security, and scalability concerns and 

issues among users/developers of the service. They promise to have a twice-

yearly release cycle for their product. However, OPNFV does not seek to provide 

a distribution for a full NFV system; instead, they provide an open-source platform 

to build NFV systems. Figure 5.2 shows its NFV architecture.  

 

Figure 5.2 OPNFV Architecture 

5.3 VCLOUD NFV  

Vcloud is VMWare’s solution for network operators to deliver NFV system to 

their customers by providing complete carrier-grade cloud infrastructure with 
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capabilities to host NFV services. Vcloud NFV delivers a platform to support 

Communication Service Providers (CSPs)[72]. Vcloud uses its own VMware 

OpenStack virtual infrastructure manager to control the NFV system [73]. Figure 

5.3 shows its architecture for the NFV system. Although they use their add-ons in 

building their architecture, they still have the fundamental components to create 

an NFV system, which makes it an excellent candidate to be compared to our NFV.  

 

Figure 5.3 Vcloud Architecture 

Now that we listed some of the actual products that provide NFV services, 

we will show the validation of our RA through considering it against the systems 

we listed. We will list the fundamental components of our RA as a column where 

the system we will compare to it will be presented as rows. If an element is also 

found in our RA, a “✓” will be placed. Table 5.1 shows the components of the NFV 
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systems as well as our RA blocks. We noted that some of the models include all 

the elements of NFV but are arranged in a different way than in the ETSI standards 

[16]. For example, in Vcloud architecture the virtual infrastructure manager is part 

of the NFVI layer instead of being part of the MANO unit [72]. The reasons behind 

that are that they provide users with their own NFVI to build NFV systems from it. 

Therefore, to ensure that the system works according to their specification, they 

let the VIM be part of their system to control the infrastructure.  

Table 5.1 Validation of RA for NFV 

 

 

Since our RA is based on the ETSI standardized architecture, it contains all 

the fundamental components needed to set up an NFV service. When we compare 

our RA to Red Hat NFV platform, we notice that all the components, even the 

components provided by third parties to support their system, are also included in 

our RA. This also applies to OPNFV and vCloud NFV components, as well. In fact, 
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Other NFV framework compared with our RA 

Red Hat NFV platform ✓1 ✓1 ✓ ✓ ✓ ✓ ✓     
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VCloud NFV ✓ ✓ ✓ ✓ ✓ ✓ ✓     

GSMA suggestions ✓ ✓ ✓ ✓ ✓ ✓ ✓    ✓ 
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our RA consists of some detailed internal components such as NFVI and NFV 

instances, which are included in the ETSI standard [16].  
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6 ANALYSIS OF USE CASES ACTIVITY MISUSE  

In this chapter, we consider some of the listed use cases for NFV in subsection 

3.2 and we analyze their activity flow. Having a good understanding of the 

system activities could help us in detecting and securing the system against 

potential threats. First, we systematically analyze the use cases activities and 

consider each activity in every use case [74]. From this analysis, we enumerate 

threats and select appropriate security policies to mitigate these threats, as well 

as relate the threats to their source, whether it's from an insider or an outsider 

attacker [75]. The use case activities are represented using UML activity 

diagrams extended with dashed rounded rectangles to represent threats and 

dashed lines to represent misuse related control flows. Note that we combined 

two use cases in one example. 

6.1 USE CASES “OPEN AN ACCOUNT” AND “REQUEST NETWORK 
SERVICE” 

Using a UML activity diagram, we analyze two fundamental use cases for the 

NFV life cycle which are "Opening an account" and "requesting a network 

service". Opening an account is a primary activity in NFV because without a valid 

account a user can't consume a service. On the other hand, creating a network 

service is the main activity performed by the user registered for service. Figure 
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6.1 illustrates the activity diagram for these two use cases showing possible 

misuses activities. Note that these two use cases must be done in this order but 

not necessarily one comes immediately after the other.  

 

Figure 6.1 Activity diagram for open account and request a network service use cases 

Now that we analyzed the flow of events for the two use cases and illustrated the 

activities to be performed by the actors of the system and how an attacker of the 

system could misuse it we list in Table 6.1 some of the possible threats for these 

use cases that we identified through the activity diagram of the two use cases 

whether it's performed by an insider attacker or an outsider attacker and relate 

each threat to the activity it belongs to. Later in this subsection we will list some 

general security policies which can stop and/or mitigate the identified threats in 

the two use cases. Moreover, we will relate the identified threats to a security 

attribute to be able to find a suitable solution for that type of threat.  

Table 6.1 Threats for open account and request network service use cases 
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Threats 

A2 T2.1 NFV operator is an imposter who disseminates consumers’ information 

illegally. 

A3 T3.1 NFV operator is an imposter who creates a spurious account using a 

consumer’s information. 

A4 T4.1 An attacker sends an unauthorized requests for network service. 

A4 T4.2 An attacker tries to prevent consumers from using the service (DoS) 

A7 T7.1 An attacker sharing the resources of consumers in an unauthorized way. 

A7 T7.2 An attacker tries to prevent consumers from using the service (DoS) 

 

6.2 USE CASE “MODIFY NETWORK RESOURCES”  

One of the main features of NFV is its flexibility compared to the legacy network. 

In NFV, users can request at any time a modification of the resources they are 

using according to their needs, whether it's scaling the network up or down, 

which makes this use case one of the fundamental use cases of the NFV life 

cycle. The process of modifying resources for NFV is done merely by request 

from the user to the NFV operator, which in turn alters the network to match the 

user’s need and sends a modification acknowledgment back to the user. 

However, during this process, several threats and misuses could happen. Figure 

6.2 illustrates the activity diagram for modifying network resources showing some 

possible misuses by an attacker. 
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Figure 6.2 Activity diagram for modify network resource use case 

Through a systematic analysis of the use case and its activity, we identified 

several threats that could affect the flow of the system denoted by T1 to T6 in 

Table 6.2, which shows some additional threats. 

 

 

 



89 

Table 6.2 Threats for open account and request network service use cases 

                                               Threats 

B1 T1.1 An attacker saves user information and credential in unauthorized manners 

B1 T1.2 An attacker disseminates consumers’ data. 

B1 T1.3 An attacker illegally logs-in to consumer account to fulfill certain attack. 

B2 T2.1 An attacker uses the consumer data to send unauthorized resource 

modification request. 

B2 T2.2 An attacker performs DoS preventing consumers to create account. 

B6 T6.1 An attacker illegally uses consumers network resources. 

B6 T6.2 An attacker performs DoS preventing consumers to create account. 

 

We won’t discuss countermeasures for the attacks in detail in this dissertation 

since it’s out of the main scope of it. However, we could consider some security 

policies that could be applied to any complex system including NFV systems. 

Although security policies don't provide a definitive solution to stop these threats, 

they still provide guidelines for any organization or service provider to prevent or 

mitigate these threats. In the previous section, we listed some of the primary 

security threats. To further enhance the analysis of the system and provide a 

better judgment of misuse activities, we should consider different security 

attributes and connect these attributes to each activity. The standard security 

attributes are:  

• Confidentiality: which refers to the restriction of access to sensitive 

information related to both the system and the user.  

• Confidentiality includes traffic analysis, inference and information 

disclosure.  
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• Integrity: This ensures that the data provided are valid and not corrupted 

as well as only accessible or modified by those authorized to do so. 

Integrity protection includes unauthorized data modification or destruction. 

• Availability: which refers to the ability to access the system and using the 

service at all times, which is a critical aspect of cloud-based systems. 

Availability can be compromised by the denial of service and disruption. 

• Accountability: which refers to tracing the activity performed on the system 

as well as the source of that activities. Accountability attacks include track 

erasing and repudiation.
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7 RELATED WORK 

The concept of NFV has been dealt frequently in the literature. Most work 

describes how and where the NFV could be deployed, and what are the 

architectural requirements needed to virtualize the network functions, conforming 

to the NFV framework of the ETSI. In [76], the authors defined primary NFV 

application cases using UML and explained the requirements needed to design 

and deploy Network Functions-as-a-Service (NFaaS) over a virtualized 

infrastructure. In their approach, they adopted the high-level virtualization 

architecture of T-NOVA, an integrated research project focusing on NFV [77], to 

define the business scenarios, roles, and stakeholders. However, their focus was 

from a business and marketplace perspective. 

Furthermore, several white papers have been written by ETSI [78], [79], [80] 

to explain the fundamental architecture of the NFV system and how each 

component created; yet these papers lack semantics and don’t cover the topic of 

having a complete RA for NFV. Also, SDXCenteral has several reports that discuss 

the architecture and standard of NFV architecture [13], [81], [82], [83]. 

In [36], the authors use architectural modeling to describe NFV architecture. 

To our knowledge, this is the only attempt to present the NFV system using 

architectural patterns. Their pattern describes the general architecture of NFV, in 

which the service providers can build network functions using IaaS and PaaS then 
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provide it as SaaS. However, their pattern didn’t include all the NFV components; 

instead, it just describes the concept of NFV.  

Further, different technical organizations presented architectural 

presentations for the NFV system. In [72], the authors provided an RA for vCloud 

NFV platform. Their reference architecture covers the leading platform and how to 

provide a solution for NFV providers by providing them with an infrastructure ready 

to host NFV service. Yet, their work doesn’t show the details of the integration 

between the different components of NFV and external systems components [84].  

In [85], the authors presented an open-source NFV project (Open-NFV) 

started by Linux foundation and include different leading companies in networking 

and telecommunication industry such as AT&T, Orange SA, Telecom Italia, etc 

[12]. The goal of this project was t6o bring companies interested in this innovation 

together to speed up the deployment and development of NFV for enterprise and 

service providers. 

RAs are proven to be a successful way to present complex systems. 

Several authors used reference architecture as a powerful tool to represent and 

understand complex systems and their architecture [86]. Further, in [11], the 

authors used architectural modeling to develop a reference architecture for cloud 

system; their architecture defined the three different cloud models, which are 

Infrastructure as a Service (IaaS), Software as a Service (SaaS), and Platform as 

a Service (PaaS). Also, in [87], the authors created a reference architecture for 

container ecosystems that combine several systems that rely on the cloud, such 

as the Internet of Things (IoT) and fog computing.   
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In [10], the authors used patterns to create an RA for the mobile shared 

workspace (MSW). Their design aims to present a reusable design solution for 

mobile shared workspaces.  

In [88] the authors presented an architectural design pattern towards open 

cloud-based 5G communications. Cloud computing and NFV are considered part 

of the 5G ecosystem and are essential to achieve design concepts for 5G, such as 

Network slicing.  

Moreover, architectural modeling has also been used to study NFV threats. 

In [89], the authors designed a misuse pattern for privilege escalation in the NFV 

system. Privilege escalation is a serious threat that could jeopardize the privacy of 

users of the system or even cause the system to be unavailable altogether. In [90], 

the authors discussed another threat, which is VM escape, that could potentially 

harm NFV systems. Finally, in [91], the authors designed a misuse pattern for 

DDoS attacks in NFV systems DDoS attacks are dangerous toward such systems 

because they may make the system unavailable to users, which will affect the 

services to be delivered to them. 
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8 CONCLUSIONS AND FUTURE WORK 

Network Function Virtualization is a new network paradigm that aims to 

deliver network functions as software in a virtualized manner. This technology 

promises several benefits for network providers and users. Some of NFV benefits 

are reducing costs of purchasing, installing and maintaining network equipment, 

faster deployment time, flexibility in terms of scaling up or down the network, and 

having access to different independent networking software, including open-

source software by the community [92]. However, in order to benefit from the full 

potential of NFV, we need to fully understand how the internal components of the 

system interact with each other as well as with other external systems, which 

create even more challenges because, in NFV, the network functions could be 

delivered by several vendors. Moreover, integrating an NFV system with legacy 

network systems increases the complexity of the system architecture. Through a 

literature review, we found that the existing NFV architectures lack semantics. To 

address the heterogeneity and complexity of the integration of NFV, we proposed 

the use of abstract architectural models. We found that abstract architectural 

models such as patterns and RAs are powerful tools to address these issues as 

they describe the architectural components of systems in the highest level of 

abstraction. More precisely, the model-based approach has been proven to be 

very valuable when it comes to complex environments and systems such as NFV 
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systems [93] [11]. To our knowledge, this is the first time where patterns and RAs 

are used to represent and analyze NFV and its components.  

Fully understanding the potential of NFV services will not only help us to 

benefit from its capabilities, but it will also help us build and integrate other complex 

systems; for example, mobile 5G network architectures are very complex, and NFV 

technology could help in building and achieving their requirements. 5G standards 

promise a high-speed and reliable bandwidth with stable coverage; according to 

Nokia Bell Labs, the number of IoT devices connected to mobile networks in 2014 

was 1.6 billion devices, and it is expected to exceed 20 billion devices by 2020 

[94]. For mobile operators to be able to handle the ever-increasing consumer and 

business connectivity demands, it is natural to turn to advanced networking 

technological solutions such as NFV and SDN to be able to deliver effective 

service. In the core of the 5G network, a technique called network slicing will be 

used to support multiple virtual networks over one physical network infrastructure 

[95]. Virtualizing various appliances of the 5G network and applying network slicing 

techniques make NFV a key component in building 5G mobile networks. Moreover, 

NFV enables a distributed cloud to provide flexible and programmable network 

support for 5G networks. 5G NFV will allow a physical network to be divided into 

various virtual networks capable of supporting multiple radio access networks 

(RANs). NFV can also address barriers to 5G by optimizing resource provisioning 

of the virtual network functions (VNFs) for price and energy, scale VNFs and 

ensure that VNFs consistently operate properly [96]. Many network operators 
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believe NFV is the key technology for enabling 5G networks since NFV fulfill 5G 

environment requirements [97].  

 

In this dissertation research, we have made the following contributions:  

I. We surveyed the literature for reference architectures for NFV systems and 

their related patterns.  

II. We created a pattern for Virtual Machine Environment (VME) of NFV that 

shows hypervisor of NFV that is responsible for creating and managing VMs 

in which VNFs are running on [28].  

III. We created a pattern for Network Function Virtualization Infrastructure 

(NFVI) that shows the infrastructure layer of NFV system [27].  

IV. We created a pattern for Virtual Network Function (VNF) that shows how 

network functions are created and managed in virtualized manners [29].  

V. We created a pattern for Management and Orchestration (MANO) unit that 

shows how NFV systems are managed and controlled [30].  

VI. We listed the primary use cases for NFV, as well as the actors that trigger 

them [37].  

VII. We proposed a Reference Architecture for NFV based on the patterns that 

we created as building blocks [37] . 

 

The RA of the cloud ecosystem could be extended further by combining the RAs 

of IoT, fog computing, and NFV systems [4].  
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