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 Cloud computing has provided many services to potential consumers, one 

of these services being the provision of network functions using virtualization. 

Network Function Virtualization is a new technology that aims to improve the way 

we consume network services. Legacy networking solutions are different because 

consumers must buy and install various hardware equipment. In NFV, networks 

are provided to users as a software as a service (SaaS). Implementing NFV comes 

with many benefits, including faster module development for network functions, 

more rapid deployment, enhancement of the network on cloud infrastructures, and 

lowering the overall cost of having a network system. All these benefits can be 

achieved in NFV by turning physical network functions into Virtual Network 

Functions (VNFs). However, since this technology is still a new network paradigm, 
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integrating this virtual environment into a legacy environment or even moving all 

together into NFV reflects on the complexity of adopting the NFV system. Also, a 

network service could be composed of several components that are provided by 

different service providers; this also increases the complexity and heterogeneity of 

the system. We apply abstract architectural modeling to describe and analyze the 

NFV architecture. We use architectural patterns to build a flexible NFV architecture 

to build a Reference Architecture (RA) for NFV, that describe the system and how 

it works. RAs are proven to be a powerful solution to abstract complex systems 

that lacks semantics. Having an RA for NFV helps us understand the system and 

how it functions. It also helps us to expose the possible vulnerabilities that may 

lead to threats toward the system. In the future, this RA could be enhanced into 

SRA by adding misuse and security patterns for it to cover potential threats and 

vulnerabilities in the system. Our audiences are system designers, system 

architects, and security professionals who are interested in building a secure NFV 

system. 
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1 INTRODUCTION 

1.1 OVERVIEW 

Network Function Virtualization (NFV) is a recent technology to provide 

network solutions through completely decoupling network functions from the 

physical devices that provide them. Unlike legacy networks, NFV functions are 

performed in virtual machines (VM) created by the cloud infrastructure. It has 

become desirable for network operators, developers, and even regular consumers 

due to its ability to quickly develop new services without hardware restrictions. In 

other words, virtualization is broadly described as the process of separating 

resources for services from the physical delivery of that service [1]. 

NFV promises the following benefits [2]:  

1. Independence: the software is no longer integrated with hardware. As a 

result, their evolution will be independent of each other [3]. 

2. Flexibility and speed: the decoupling of software from hardware helps to 

reassign and share the same infrastructure resources, which allows for 

the performing of different functions at various times. As a result, the 

deployment of network functions and their connections become faster and 

more flexible [4] 
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3. Scalability: in conventional legacy network systems, telecoms must be up 

to date with new network standards and requirements, which requires 

time, planning, and money. However, in NFV, the decoupling of software 

from hardware allows for dynamically scaling the actual performance of 

virtualized network functions with finer granularity and minimal effort [5].      

4. Reduced energy consumption: with the ability to scale up or reduce the 

resources, Telcos will be able to reduce the OPEX needed to run network 

devices. Similarly, energy consumption at the customer end will be 

reduced significantly due to not having to install dedicated hardware to 

deliver network functions [6],[7]. 

 

Although NFV has many benefits, it comes with many new challenges. A 

common concern for NFV users is the ability to adapt to the new virtual system 

that NFV provides. In NFV functions, which are provided through software and rely 

on virtualization, security challenges are the concerns of anyone who uses a cloud-

based system. The concern is that any virtual function could be compromised and 

controlled by an external entity. The entire system could be potentially destroyed 

or severely damaged, causing users to have unstable delivery of service or even 

entirely losing access to the network.   

1.2 MOTIVATION 

In 2012 The European Telecommunication Standards Institute (ETSI) held a 

meeting in Germany with several other telecom network leaders in the industry 

such as AT&T, BT, Orange, Telefonia, Verizon, and others where the concept of 
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NFV was introduced for the first time, and the standards for it were defined. 

Although ETSI defined a framework for NFV systems in [8], their framework is 

vague and lacks semantics, making implementing complex systems like NFV a 

challenging and time-consuming task.  

Moreover, the NFV framework contains different stakeholders and several 

architectural components, including the legacy network architecture that could be 

part of the cloud ecosystem [9], which makes the NFV architecture very complex. 

Also, a network service could be composed of several components that are 

provided by different vendors; this also increases the complexity and heterogeneity 

of the system.  

An effective way to study and analyze such complex systems is through 

abstraction. Many researchers have used abstraction to represent complex 

systems. In [9], the authors used abstraction to represent the cloud ecosystem and 

its security. In [10], the authors used abstraction to show how to design a mobile 

shared workspace, while in [11], the authors applied it to build a security reference 

architecture for cloud systems. Here, we use architectural models to provide a 

better understanding of NFV architecture and its main architectural components, 

and the interactions among these components. Understanding how different 

components interact with each other will help us to achieve our goal, which is to 

build a Reference Architecture (RA) for NFV. Understanding how a system works 

and interacts with other systems will help us in designing it, and also help us to 

ensure the use of NFV system to its full potential. 
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1.3 CONTRIBUTIONS 

The following contributions were made in this dissertation:  

1. As part of the RA creation process, we defined the main use cases and 

stakeholders of the NFV system as well as showing how stakeholders 

preform fundamental tasks in NFV system. 

 
2. We created four architectural patterns for NFV system that describe the 

following: 

● A pattern of Management and Orchestration (MANO) in NFV that 

shows how different management tasks of the system are 

performed. This pattern also shows how MANO unit handles users' 

requests.  

● A pattern of Network Function Virtualization Infrastructure (NFVI) 

that shows the infrastructure layer of NFV system and how different 

physical components contribute to creating the system.   

● A pattern of Virtual Machine Environment (VME), which shows how 

physical components are transferred into virtual components to 

achieve virtualized network functions.  

● A pattern of Virtual Network Function (VNF), which shows how virtual 

functions are created and managed. This pattern also shows the 

lifecycle of VNF in the NFV system.  

 

3. We developed a Reference Architecture (RA) that describes how the 

different components of the system interact with each other and with 
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external systems such as virtual data centers. We achieved this by 

combining the four patterns previously mentioned as well as adding 

additional components to it to serve the system. 

1.4 DISSERTATION ORGANIZATION 

This dissertation is divided into eight different chapters, most of the topics 

covered in this dissertation have already been published or submitted for 

publication so there may be some replication in the content. Chapter one gives a 

brief introduction to the topic of the dissertation as well as the motivation to write it 

and the achievements we accomplished during the time of preparation of this 

dissertation. In Chapter Two, a background review of the topic of NFV is given with 

concentrating on NFV architectural framework by ETSI [2]. A brief background on 

some architectural modeling techniques such as patterns and reference 

architectures are discussed, and how they impact such systems. A presentation of 

NFV UML Use Cases is given in Chapter Three. The reference architectural model 

is presented in chapter four; all the patterns related to the NFV system that we 

designed will be presented in this chapter. Chapter Five will cover the validation 

aspect of our models. In Chapter Six, we discuss analysis of activities for use cases 

to illustrate possible security threats. Chapter Seven will go over related work by 

other researchers in the same field. Finally, in Chapter Eight, a conclusion for this 

dissertation will be given as well as some ideas for possible future work.
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2 BACKGROUND 

2.1 NETWORK FUNCTION VIRTUALIZATION (NFV) 

 

Figure 2.1 ETSI NFV framework 

● The Management and Orchestration (MANO) unit: could be considered as 

the heart of the NFV system. This unit takes care of the management and 

orchestration aspects of the entire set of VNFs. MANO contains three main 

parts.
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o Virtualized Infrastructure Manager (VIM) is the first part of MANO that 

controls and manages the interaction of the VNF and Network 

Function Virtualization Infrastructure (NFVI) as well as computes and 

stores network resources; It also has the necessary deployment and 

monitoring capability for the virtualization layer.  

o Virtual Network Function (VNF) manager is the second part of 

MANO, which is responsible for managing the lifecycle of VNF 

instances and initializing, updating, querying, scaling and terminating 

these instances.  

o Orchestrator is the last part of MANO that manages the lifecycle of 

network services that includes policy management, instantiation, 

performance management and Key Performance Indicator (KPI), 

which is a measurable value used to evaluate how effectively a 

company is achieving key business objectives. Moreover, VNF 

descriptor is one of the components of NFV-MANO which takes care 

of giving descriptions regarding different VNF deployment and 

operational requirements [2]. These three components, as well as 

other components in the NFV architecture, interact with each other 

through reference points. 

 

● Network Function Virtualization Infrastructure (NFVI): is the foundation 

platform of NFV that contains the hardware resources as well as the virtual 

instantiations that build up the infrastructure on which VNFs are deployed, 
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managed and executed. The NFVI can be part of the cloud Infrastructure-

as-a-Service (IaaS), which cloud providers use to create Virtual Data 

Centers (VDCs) [12], containing all the necessary virtualized computing, 

storage, and networking to run as a physical data center. These VDCs are 

provided to NFV providers, which in turn use them to provide network 

services to NFV consumers. The resources of a VDC provided to a NFV 

provider should be isolated from other providers; such isolation enables 

NFV providers to securely share the same cloud infrastructure. In terms of 

NFV services, the VNFs are deployed over virtual machines (VMs) within a 

VDC. The NFVI consists of three main components. First, the hardware 

resources that contain compute facilities, which are normally Commercial-

Off-The-Shelf (COTS) appliances, the storage hardware could be in form of 

direct-attached hard disks, external storage-area-networks (SAN) or 

network-attached storage (NAS) [13],and the network hardware may 

consist of switches/routers that provide processing and connectivity 

capabilities to VNFs through the  virtualization layer. Second, the 

virtualization layer, which lies on top of the hardware resources layer and 

contains the Virtual Machine Monitor (VMM) (also known as the hypervisor), 

which has three main roles: decouples the virtual resources from the 

underlying physical resources, provides isolation among VMs, and 

emulates the hardware resources [14]. Third, the virtual infrastructure lies 

on top of the virtualization layer and contains the virtualized resources, 

which are abstractions of the hardware resources; these abstractions are 
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virtual machines, diagram with some vague semantics which, as indicated 

earlier, is not precise enough to be the basis of security analysis. 

 

● Virtual Network Functions (VNFs): are software packages that represent the 

implementation of the legacy non-virtual network functions that could be 

deployed on the NFVI. A single VNF could be composed of several internal 

components, such as packet data network gateways (PGW), residential 

gateways, firewalls, etc. In order to reduce management and complexity in 

deploying it [15]. On the other hand, a VNF could also contain only one 

component in order to increase scalability and reusability, as well as to have 

a faster response due to its simplicity; keeping in mind that a single VNF 

could be deployed and distributed across several VMs [15]. Normally, the 

virtual network services provided by TSPs are composed of several VNF 

based on the users’ needs.  

 

● Element Management System (EMS): it takes care of performing the typical 

management functionality for each VNF connected to it, i.e., it performs 

FCAPS (Fault, Configuration, Accounting, Performance and Security 

management). There could be one EMS for every VNF, or a single EMS 

could manage multiple VNFs. 

 

● Operation Support System and Business Support System (OSS/BSS): is 

responsible for various functions related to the NFV service such as billing, 
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support ticketing, helpdesk support as well as service fulfillment and 

assurance.  

 

● Service, VNF and Infrastructure descriptions: provide information regarding 

the VNF deployment template, VNF forwarding graph, service-related 

information and NFV infrastructure information [2]. 

 

Moreover, ETSI has defined some reference points [16] to connect the 

components of the system as seen in figure 2.1 these are the main reference points 

of the framework: 

● Virtualization Layer - Hardware Resources (Vl-Ha): it interfaces the 

virtualization layer to hardware resources to create an execution 

environment for VNFs and collect relevant hardware resource state 

information for managing the VNFs. 

● VNF - NFV Infrastructure (Vn-Nf): it presents the execution environment 

provided by the NFVI to the VNF, and guarantees the hardware-

independent lifecycle, performance and portability requirement for the VNF. 

It also interconnects VNF components to storage as well as to other 

components within the same or another VNF. 

● Orchestrator - VNF Manager (Or-Vnfm): it is used for exchanges between 

the orchestrator and the VNF manager to support resource requests, such 

as authorization, validation and allocation to the VNF manager, send 
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configuration information to the VNF manager, and also used to collect state 

information of the VNF. 

● Virtualized Infrastructure Manager - VNF Manager (Vi-Vnfm): it is used to 

send resource allocation requests by the VNF manager, and by the VIM to 

report the availability and status of infrastructure resources. 

● Orchestrator - Virtualized Infrastructure Manager (Or-Vi): this reference 

point is used for exchanges between the orchestrator and the VIM to 

request resource reservation and/or allocation by the orchestrator, as well 

as used by the VIM to report the availability and status of infrastructure 

resources. 

● NFVI - Virtualized Infrastructure Manager (Nf-Vi): this reference point 

interfaces between NFV Infrastructure and the VIM of MANO; it is used by 

the VIM to manage the hardware resources and virtualization layer of the 

NFVI, manage resource allocation requests, and forward virtualized 

resource state information. 

● VNF/EMS - VNF Manager (Ve-Vnfm): this interface is used for exchanges 

between the VNF and EMS with the VNF manager to support requests for 

VNF lifecycle management, exchanging configuration and state 

information. 

● OSS/BSS - NFV MANO (Os-Ma): it is used for exchanges between the 

OSS/BSS and the NFV MANO to support several functions such as, 

requests for network service lifecycle management, VNF lifecycle 
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management, forwarding of NFV related state information, policy 

management exchanges, and data analytics exchanges. 

● Service, VNF, and Infrastructure Description - NFV MANO (Se-Ma): the 

service, VNF, infrastructure description uses this reference point to provide 

information regarding the VNF deployment template, VNF forwarding 

graph, service-related information, and NFV infrastructure information 

models, which are used by the MANO. 

2.2 ARCHITECTURAL MODELING 

We discuss now some architectural modeling techniques that could be used 

to achieve our goal. Architectural models are an effective way to represent systems 

and describe their components as well as capturing design decisions. We use 

these models to build our RA.  

 

2.2.1 PATTERNS 
A Pattern can be defined as a solution to a recurrent problem in a specific 

context [17]. There are several types of software patterns such as design and 

architectural patterns, which are used to build flexible and extensible systems; 

security patterns are used to build secure systems by describing the way to control 

their threats, fix their vulnerabilities, and provide security attributes [18]. Misuse 

patterns are used to describe how attacks are performed from the point of view of 

an attacker [16]; they also define the environment where the attack is performed, 

what security mechanisms are needed as countermeasures to stop it, and how to 

find forensic information to trace the attack once it happens.  
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In this work, we use patterns to represent the main components of the NFV 

system. Patterns are powerful methods of presenting a detailed solution not only 

for software but also hardware and physical components that together create 

ecosystems. They are usually described templates with predefined sections. In our 

work, we use the POSA (Pattern-Oriented Software Architecture) template [19]. 

The descriptions of patterns may include both UML modeling techniques and 

formal languages descriptions. The sections of the POSA template include: 

● Intent: this section describes a summary of the solution.  

● Context: defines the environment where the pattern will be applied. 

Sometimes relevant characteristics of the context are discussed here as 

well.  

● Problem: here, we give a description of what happens before we have a 

solution. The forces that affect the possible solution are listed here, as well.  

● Solution: in this section, the suggested solution is presented. Usually, one 

or more UML diagrams are used to explain the solution. 

● Implementation: in this section, some details about implementing the 

solution of the pattern are given. Real-life examples may be also presented 

in this section. 

● Consequences: in this section, the advantages and liabilities of 

implementing the solution are discussed. 

● Related Patterns: in this section, a list of other patterns related to the 

proposed pattern are listed.  
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2.2.2 REFERENCE ARCHITECTURE   
A Reference Architecture (RA) is an abstract of some architecture related 

to one or more domains without implementation aspects [20], [21], [22]. An RA 

should illustrate the fundamental concepts of a system units and the interactions 

among these units as an architectural solution in particular domain. Several 

features make RAs powerful tools to represent systems. Some of RAs features are 

configurability, extendibility, and reusability [21]. In addition to class and sequence 

diagrams, an RA may include a set of use cases (UC), and a set of Roles (R) 

corresponding to its stakeholders (actors) [23]. Types of RAs include those for the 

technology domain (describe platforms and other design artifacts [20], application 

domain (describe different kinds of applications), and problem domain (similar to 

domain models, but oriented to software). RA stakeholders include groups, 

individuals, organizations, and systems that have an interest in the system and 

affect the design and development of the system [21]. An RA can be evolved into 

a Security Reference Architecture (SRA) by adding security patterns to neutralize 

its identified threats [21],[24],[25].
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3 THE MAIN UML USE CASES OF NETWORK FUNCTION 
VIRTUALIZATION 

3.1 INTRODUCTION 

In this chapter, we take the first step toward building a Reference 

Architecture for the NFV system, which is defining the Unified Modeling Language 

(UML) use cases for NFV as well as identify their primary actors. Section 3.2 

includes UML use cases of the system where a full written description of the 

primary use cases is given. Section 3.3 describes stakeholders who interact with 

the system and which role they play. Finally, in section 3.4, we provide a further 

description of the selected use cases that didn’t appear in the patterns in Chapter 

4. These use cases will be described using UML sequence diagrams. 

3.2 MAIN USE CASES FOR NFV  

In this section, we first give a general overview of the system functions using 

UML use case diagrams, as shown in Figures 3.1 and 3.2. A use case model is an 

analysis methodology to clarify, identify, and organize the main activities of the 

system and which actor interacts with which activity. It also describes how the 

system should respond under various conditions to a request from the actors [26]. 

An actor represents a user or automated system that may interact with the system. 

Generally, an actor is a role rather than being a specific person; an actor can be 
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distinguished through its tasks, and a single actor could be associated with one or 

more use cases and vice versa. The next two subsections will present the main 

actors of the system and the primary use cases of the system. 

3.3 ACTORS OF THE SYSTEM 

I. Cloud Service Provider (Cloud SP): provides the cloud services that act 

as a host for the NFV service. The Cloud SP is responsible for setting up 

Service Level Agreements (SLA) with the Telco. The cloud SP may have 

other customers not involved in NFV services. 

II. NFV Provider (NFVP): is the telecommunication company (Telco) who 

provides complete networks, and is responsible for setting up Service Level 

Agreements (SLA) with its consumers. 

III. NFVP Administrator: is the admin who works in the Telco, and handles 

the provision of network functions and resources, monitoring the SLA, etc.  

IV. NFVP Designer: works in Telco and responsible for designing and building 

the network service packages and functions that are provided to 

consumers.  

V. NFVP Operator: works in Telco and responsible for the operation of the 

VNFs, monitoring, troubleshooting, testing, and implementing the network 

services, and takes care of consumers requests.  

VI. Consumer: is a person who receives network services from the NFVP. 

VII. Consumer Administrator (Con-Admin): is the admin who works in the 

consumer company, and responsible for several managerial tasks such as 

monitoring the SLA between the company and the NFVP.  
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VIII. Consumer Operator (Con-Op): is the network operator who works in the 

consumer company, and responsible for handling the technical tasks.  

IX. NFV management and orchestration (MANO): is a unit in charge of 

automatically controlling and managing the resources of the service as well 

as the interactions of VNFs with the consumers. Furthermore, it manages 

business aspects of the system such as billing and payment. 

X. Virtual Machine Environment (VME): is a unit responsible for creating and 

managing all the resources related to virtual machines in the system. 

3.4 USE CASES (UCs) OF THE SYSTEM 

UC1- Establish Cloud SLA: Set up an SLA between the Cloud SP and the NFVP 

Administrator, which governs how cloud services are delivered and managed, and 

states the level of availability, performance, service continuity, as well as 

measurable target values characterizing the levels of services.   

Actors: Cloud SP, NFVP Administrator. 

UC2- Create a VDC: The NFVP, represented by the NFVP Operator, leases a 

virtual infrastructure from the cloud SP to provide network services to its 

Consumers. 

Actors: Cloud SP, NFVP Operator.  

 

UC3- Establish network SLA: Set up an SLA between the NFVP Administrator 

and the Consumer Administrator (Con-Admin), which governs how communication 

services are delivered and managed, and states the level of availability, 
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performance, service continuity, security, as well as  measurable target values 

characterizing the levels of services. 

Actors: NFVP Administrator, Con-Admin. 

 

UC4- Open Account: The Con-Op opens an account in order to use the network 

services provided by the NFVP.  

Actors: Con-Op, NFVP Operator. 

 

UC5- Close Account: The Con-Op can close an account if the company he is 

working in does not need the account anymore or the account can be closed 

directly by the NFVP Operator in case the company violates terms of service or 

even for security reasons. 

Actors: Con-Op, NFVP Operator. 

 

UC6- Create Network Package: The NFVP Designer creates and designs 

network graphs, or even single network functions, that can be chosen and used by 

Consumers. 

Actors: NFVP Designer. 

 

UC7- Monitor Network: MANO monitors the available and allocated resources, 

the status of the service, any unauthorized or suspicious activity, and faults that 

may impact the service as a part or whole. 

Actors: MANO. 
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UC8- Bill for service: The MANO issues bill for the network services provided to 

the Consumers. 

Actors:  MANO, Con-Op. 

 

UC9- Pay Bill for Service: The Con-Op pays bills for the used services. The 

payment notice is sent to the MANO. 

Actors: Con-Op, MANO. 

 

UC10- Request Network: The Con-Op requests a network service; the request is 

received by the NFVP Operator. 

Actors: Con-Op, NFVP Operator. 

 

UC11- Request a VNF: The Con-Op requests a VNF; a VNF could be a single 

network function such as vFirewall, or it could contain a set of functions. The 

request is received by the NFVP Operator. 

Actors: Con-Op, NFVP Operator. 

 

UC12- Request Modify Network: The Con-Op requests to modify a network they 

are using, such as: optimizing, configuring, scaling the network, add a vFirewall to 

increase its security, etc. 

Actors: Con-Op, NFVP Operator. 
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UC13- Request Modify VNF: The Con-Op requests to modify a VNF, by adding 

or removing a virtual function, such as adding a load balancer to the network.  

Actors: Con-Op, NFVP Operator.  

 

UC14- Request Modify VNFC: The Con-Op requests to modify a VNF, such as 

increase the number of ports on a virtual router. 

Actors: Con-Op, NFVP Operator.  

 

UC15- Request Stop VNF:  The Con-Op requests to stop a VNF. 

Actors: Con-Op, NFVP Operator.  

 

UC16- Pause VNF: The Con-Op requests to pause a VNF for specific time. 

Actors: Con-Op, NFVP Operator.  

 

UC17- Terminate VNF:  The Con-Op requests to terminate a VNF. 

Actors: Con-Op, NFVP Operator.  

 

UC18- Request Terminate Network: The Con-Op requests to terminate the 

whole network service either because the Consumer requested it or because the 

Consumer failed to pay for the intended service, or even for security reasons. 

Actors: Con-Op, NFVP Operator.  
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UC19- Request Reliability Level: the Consumer wants to ensure a degree of 

reliability by requesting a reliability level (high, medium, or low level) in his network 

service. The request is optional and done by the Con-Op and sent to the MANO. 

Actors: Con-Op, MANO. 

 

UC20- Consume Network: The Consumer uses the network service provided by 

the NFVP. Once the Consumer starts using the service, the MANO starts metering 

its usage in order to bill the Consumer for the provided network services. 

Actors: Consumer, MANO. 

 

UC21- Collect and Forward Consumers’ Requests: The MANO collects 

resource allocation, state information, and other several requests from the 

Consumers, and forwards them to the designated units. 

Actors: MANO 

 

UC22- Modify Resources: The VME includes the hypervisor, which is responsible 

for managing the VMs and modifying the virtual resources necessary to comply 

with the Consumers modification requests.  

Actors: VME. 

 

UC23- Manage Virtual Resources: The hypervisor in the VME manages the 

virtual resources, such as: virtual computing, storage, and network resources for 
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the NFV infrastructure. The MANO reports the allocation and status information to 

and from the VME.  

Actors: VME, MANO. 

 

UC24- Monitor VM: The MANO monitors the VMs’ performance and checks its 

status, as well as detects any unusual activity on it, such as a VM monopolizing 

resources, and trigger alerts in case of a problem facing a VM. 

Actors: VME, MANO. 

 



23 

 

Figure 3.1 Use Cases (UCs) for NFV Architecture Part 1 
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Figure 3.2 Use Cases (UCs) for NFV Architecture Part 2 

3.5 DESCRIPTIONS OF NFV USE CASES 

In this subsection, we will cover in detail selected use cases of the NFV 

system. The use cases in this subsection are general use cases related to the 
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system, and they were not described in any of the patterns we developed in 

Chapter 4. Therefore, we will give some details to them in this chapter. 

UC3- Establish Network SLA: this scenario shows the process of establishing an 

SLA for network service (figure 3.3).  

Summary: the NFVP Administrator generates a new SLA and forwards it to the 

Con-Admin. If they both agree on the SLA, the Con-Admin confirms acceptance. 

Actors: NFVP Administrator. 

Precondition: the Con-Admin has an account. 

Description: 

1. The NFVP Administrator generates an NFV SLA. 

2. NFVP Administrator sends the SLA to the portal. 

3. The portal forwards the SLA to the Con-Admin. 

4. The Con-Admin inspects the received SLA. 

5. The Con-Admin inspects SLA, accepts it and sends its acceptance through the 

portal. 

6. The portal forwards SLA acceptance to the NFVP Administrator, which 

registers it. 

Exceptions: in case the two parties don’t agree they need to negotiate a new or 

modified SLA. 

Postcondition: the SLA is established between the two parties. 
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Figure 3.3 Sequence Diagram for the UC3 Establish Network SLA 

UC8- Bill for service: The MANO unit handles the billing for the services provided 

to Consumers. 

Summary: the MANO calculates the cost of network services provided for 

Consumers, and sends the bill to the Con-Op. 

Actor: MANO 

Precondition: the Consumer is subscribed to a network service and has used it for 

some amount of time, and it has reached to the next billing cycle. 

Description: 

1. MANO retrieves Consumer_ID, service usage time and date.  

2. MANO calculates usage for the service provided to Consumers based on the 

service start/end time and date, as well as the Consumer ID. 

3. MANO generates the bill based on the calculation. 
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4. MANO sends the bill to Portal. 

5. The Portal sends and shows the bill to Con-Op. 

6. Postcondition: the Con-Op received a bill for the used services. 

 

Figure 3.4 Sequence Diagram for the UC8 Bill for Service 

UC4- Open Account: in order to use NFV services, consumers must open an 

account with the service provider. 

Summary: consumer operator opens an account to be able to ask for network 

services. 

Actors: Con-op 

Precondition: NFVP operator is accepting new accounts. 

Description: 

1.  Con-op sends an account request to the service portal. 

2.  Portal displays an account form. 
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3.  Con-op submits user information. 

4.  User information gets forwarded to the NFV. 

5.  User information gets forwarded to the MANO. 

6.  MANO validates user info. 

7.  MANO creates a new user account. 

8.  New account information gets forwarded to MANO. 

9.  MANO forwards user account to NFV. 

10.   NFV forwards user account to the service portal. 

11.   Service portal displays user account to the consumer. 

Exception: user credit document is not accepted.                   

Postcondition: user gets an account that he can use to request network services
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4 BUILDING REFERENCE ARCHITECTURE FOR NFV 

4.1 INTRODUCTION  

We see the ETSI framework as a block diagram with some vague 

semantics, which, as indicated earlier, is not precise enough to be the basis of 

architectural and security analysis. Thus, we use architectural modeling, using 

patterns to study the ETSI framework, which helps us to analyze the NFV system 

components and understand how they work. 

The pattern diagram in figure 4.1 shows four architectural patterns, which 

are NFVI pattern [27], VME pattern [28], VNF pattern [29], and MANO pattern [30]. 

A Pattern can be defined as a solution to a recurrent problem in a specific context 

[17]. Each pattern describes one of the leading architectural components of NFV 

described by the ETSI, noting that all our patterns follow POSA template, as shown 

in subsection 2.1.1. The NFVI is considered the infrastructure of the NFV system 

and provides the necessary resources for the VNFs [31]. The VME is part of the 

NFVI, and we describe it in detail due to its essential role in virtualization. Also, it 

contains the hypervisor that is responsible for creating and managing the VMs 

needed to run the VNFs. The MANO is the management unit that manages and 

orchestrates the NFV system. The VNFs are a software implementation of the 
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network functions that provide the functionality of NFV. Combining these patterns 

provides us with an RA for NFV. 

 

 

Figure 4.1 Pattern Diagram of NFV RA 

4.2 NETWORK FUNCTION VIRTUALIZATION INFRASTRUCTURE (NFVI) 
PATTERN 

4.2.1 Intent 
The NFVI pattern describes an architectural layer that contains the actual 

physical components as well as the virtualization layer that performs the 

implementation of network functions as virtual functions.6 

4.2.2 Example 
Dave works in a networking company that provides solutions to his 

customers. He is in charge of improving the efficiency and flexibility of the networks 

they provide. He is looking for a more cost-effective solution than using hardware 

functions as they do now, which they consider inflexible and costly. 
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4.2.3 Context 
Telecommunication providers need to provide a variety of network services 

such as routers and firewalls to a variable number of customers.  

4.2.4 Problem 
Providing a variety of network functions in a flexible and cost-effective way 

is needed to be able to compete in the market. How can we achieve this objective? 

The solution to this problem is affected by the following forces:  

I. Heterogeneity: We need to provide a variety of different types of network 

functions including some that do not have equivalent physical components. 

II. Availability: The network service should be available at most times.  

III. Scalability: The number and type of customers can change up or down 

along time. The number of functions they require also changes along time.  

IV. Location: different physical components could be distributed in different 

locations which may introduce connectivity issues if we used hardware 

devices. 

V. Upgradability: When used together with physical components an upgrade 

should not introduce issues for virtual functions.  

VI. Security: We need to provide a good level of security to our network 

functions. 

VII. Performance: Virtual functions should provide a good level of performance 

with no latency or noticeable reduction in performance. 

VIII. Cost: Using VNFs should be cheaper than using legacy network systems. 
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4.2.5 Solution 
Define an architectural unit (NFVI) that contains a virtualization layer that 

provides network functions using virtualization of hardware resources. The 

fundamental component of the NFVI is the hypervisor which creates and manages 

virtual machines that can be used to create networks for NFV consumers. The 

hypervisor also provides isolation among the virtualized entities. 

Structure 

Figure 4.2 shows the class diagram of the NFVI pattern which contains the 

hardware resources (compute, storage, network), The Virtual Machine Image 

(VMI), is a template used to create new machines and may contain an operating 

system, data files, and applications; The VMI Repository contains VMIs. The 

Virtual Machine Environment (VME) contains the VMM (Virtual Machine Monitor 

or hypervisor), which in turn manages the resources for the cloud service provider, 

and the VIM that manages the hypervisor within the VME. The VME is a pattern 

and is described in more detail in [28]. Also, the diagram shows the boundary of 

the Virtual Data Center (VDC) that is dedicated to the NFV service. The VDC 

contains the VIM and the virtual resources of the NFVI.  
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Figure 4.2 class diagram of NFVI pattern 

4.2.6 Dynamics  
NFVI includes several use cases including “Create a set of Virtual Network 

Functions”, “Assign virtual resources to user accounts”, and “Modify virtual 

resources”. In this subsection, we discuss two use cases in detail: “Create a set of 

Virtual Network Functions”, and “Stop NFV Service”. 

 

UC1: Create a set of Virtual Network Functions for a TSP  

Actor: VIM.  

Precondition: The customer has an active account.   

Description:   


